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Executive Summary
ChatGPT is a chatbot developed by OpenAI, an artificial 

intelligence (AI) laboratory based in the US, which uses the 
GPT-3 family of autoregressive (AR) language models. ChatGPT 
launched on November 30, 2022, and has been subject to 
widespread attention. Among the potential advantages of 
ChatGPT, we have also identified several potential use cases 
ripe for abuse. While ChatGPT has the potential to be abused 
by nation-state actors to enable cyberespionage, information 
operations (IOs), and disruptive cyberattacks (“cyberwarfare”), 
we believe these use cases are not as immediate threats as those 
posed by cybercriminals. Short term, we believe that non-state 
actors with limited technical knowledge and resources pose a 
more serious threat via the malicious use of ChatGPT. 

The types of threat actors that we believe currently pose 
the most threat can be classified as script kiddies, hacktivists, 
scammers and spammers, payment card fraudsters, and threat 
actors engaging in other lowly and disreputable forms of 
cybercrime. Within days of the ChatGPT launch, we identified 
many threat actors on dark web and special-access forums 
sharing buggy but functional malware, social engineering 
tutorials, money-making schemes, and more — all enabled by 
the use of ChatGPT. While none of these activities have risen 
to the seriousness of ransomware, data extortion, denial of 
service, cyberterrorism, and so on, these attack vectors remain 
possibilities.

This report uses ChatGPT itself, sometimes in its own words, 
to demonstrate its functionality, rationalize its use and abuse, 
and replicate threats that currently exist in the cybercriminal 
underground.

Key Findings
●	 ChatGPT	lowers	the	barrier	to	entry	for	threat	ac-

tors	with	limited	programming	abilities	or	technical	
skills.	It	can	produce	effective	results	with	just	an	
elementary	level	of	understanding	in	the	funda-
mentals	of	cybersecurity	and	computer	science.

●	 We	identified	threat	actors	on	dark	web	and	spe-
cial-access	sources	sharing	proof-of-concept	
ChatGPT	conversations	that	enable	malware	
development,	social	engineering,	disinforma-
tion,	phishing,	malvertising,	and	money-making	
schemes.

●	 We	believe	that	non-state	threat	actors	pose	the	
most	immediate	threat	to	individuals,	organiza-
tions,	and	governments	via	the	malicious	use	of	
ChatGPT.

●	 With	limited	time	and	experience	on	the	ChatGPT	
platform,	we	were	able	to	replicate	malicious	code	
identified	on	dark	web	and	special-access	forums.

Background
(The following description was written by ChatGPT and 
transcribed verbatim in response to the prompt to provide “a 
detailed response addressing its history and functionality”.)

ChatGPT, or the Generative Pre-training Transformer, is 
a powerful conversational language model developed 
by OpenAI. It is based on the GPT architecture and was 
first released in 2019. Since then, it has undergone 
several updates, including the release of version 3 in 
2020.

The model was trained on a large corpus of text data 
and is capable of understanding and responding to 
a wide range of topics and prompts. This makes it 
highly versatile and well-suited for a variety of natural 
language processing (NLP) tasks, including question 
answering, language translation, text summarization, 
and even creative writing. One of the key strengths 
of ChatGPT is its ability to generate highly coherent 
and contextually appropriate text, which is why it is 
often used in applications such as chatbots, virtual 
assistants, and automated writing.
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Figure 1: References to ChatGPT on dark web and special-access forums (Source: Recorded Future)

The model’s large capacity allows it to perform well 
on NLP tasks with minimal fine-tuning. This makes it 
an attractive option for developers and researchers 
looking to build custom NLP models without the need 
for extensive training data. However, it’s important to 
note that ChatGPT is a unidirectional model, meaning 
it can only generate text based on the input it has 
been given. This means that it is not able to answer 
questions that rely on understanding the context of the 
conversation or the world.

One of the most common use cases for ChatGPT is in 
chatbot development. The model’s ability to generate 
human-like text makes it well-suited for creating 
chatbot conversations that are natural and engaging 
for users. This can be especially useful for customer 
service chatbots, which can handle a wide range of 
customer queries and complaints without the need for 
human intervention.

Another popular use case for ChatGPT is in automated 
writing. The model can be fine-tuned to generate 
articles, stories, and other forms of written content 
with a high degree of coherence and fluency. This 
can be useful for content generation in a variety 
of industries, including journalism, marketing, and 
publishing.

Additionally, ChatGPT can be used for language 
translation, which can be highly beneficial for 
companies and organizations that operate in multiple 
languages. The model can be fine-tuned to translate 
text from one language to another with a high degree 
of accuracy, which can save companies significant time 
and resources.

In conclusion, ChatGPT is a powerful conversational 
language model that can be used for a wide range 
of NLP tasks. Its ability to generate highly coherent 
and contextually appropriate text makes it well-
suited for applications such as chatbots, virtual 
assistants, and automated writing. Additionally, its large 
capacity allows it to perform well on NLP tasks with 
minimal fine-tuning, making it an attractive option for 

developers and researchers looking to build custom 
NLP models.

ChatGPT was launched publicly by OpenAI on November 
30, 2022. In the following weeks, it garnered widespread 
media attention for its functionality and its seemingly 
boundless potential for future use. Researchers, academics, 
and journalists speculated on use cases. Among the proposed 
benefits of ChatGPT include the automation of engineering 
tasks, applications for data science and analytics, software 
development, educational technology (“edtech”), and much 
more.
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Amid the excitement, optimism, and transhumanist thought-
experimenting, some cynicism has been expressed about the use 
of ChatGPT for deceptive, unethical, or malicious purposes. Some 
have argued that ChatGPT should be banned in schools due to 
its potential for enabling plagiarism and systemic cheating on 
homework, writing assignments, and take-home exams. Others 
believe that its open registration policy makes it easily accessible 
for threat actors interested in developing malware, gaining 
unauthorized access to networks, or coordinating convincing 
phishing campaigns. These debates raise questions about the 
authenticity and accuracy of ChatGPT (which is expected to 
improve over time) and its effects on the job market, remote 
work and education, freelancing, and more. 

Will ChatGPT cause a widespread market disruption and 
displace individuals in affected roles? As an experiment, we 
examined some of the top-rated listings from the most active 
content creators on freelancing platforms such as Fiverr. We 
used ChatGPT to replicate these tasks, generating 500 to 1,000-
word research papers in seconds, as well as miscellaneous 
technical tasks.

Figure 2: ChatGPT performing “Writing & Translation” tasks commonly advertised on the Fiverr 
freelancing platform. The tasks were chosen at random and based on top-rated Fiverr results. Tasks 
include writing 500-word essays on the causes of the American Revolution (Top) and the optimal 
number of sets and repetitions for muscular hypertrophy (Bottom). (Source: Recorded Future, 
ChatGPT)
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Figure 3: ChatGPT performing “Programming & Tech” tasks commonly advertised on the Fiverr 
freelancing platform. Tasks were chosen at random and based on top-rated Fiverr results. They 
include creating an interactive advertisement banner in Javascript for a WordPress website (Top), a 
template for a responsive email newsletter in HTML (Bottom). (Source: Recorded Future, ChatGPT)

Cybercriminals have quickly caught on to this functionality 
of ChatGPT, monetizing fraudulent freelance work that uses 
ChatGPT to automate contracted tasks en masse. Threat actors 
also claim to have written e-books with ChatGPT, which they 
have allegedly listed for sale under false pen names on popular 
marketplaces. In some cases, these same threat actors have 
publicly claimed to make upwards of $4,000 per day abusing 
ChatGPT to deceive clients and customers. We believe that these 
earnings claims are possible, but likely an exaggeration intended 
to direct traffic to the author’s profile.

Cybercriminals have also used ChatGPT to write scripts that 
automate commands such as dice rolling and strategic betting 
for online casinos and sports betting platforms, cheat on online 
videogames, create fraudulent affiliate marketing redirects 
to earn passive income, and more. Many of these tutorials 
are openly accessible on forums, messaging platforms, and 
social media frequented by cybercriminals and require no prior 
registration to view. 

Below is a sample of such advertisements from the low-tier, 
English-language Cracked Forum, between December 16, 2022, 
and January 2, 2023:

Figure 4: Cybercriminal advertisements and tutorials on the low-tier Cracked Forum for money-
making schemes using ChatGPT. Most schemes involve completing fraudulent tasks on freelancing 
platforms, auto-rolling on online casinos (Middle, Left), and directing traffic to affiliate marketing 
links (Bottom). (Source: Cracked Forum)

With the rise of ChatGPT in popularity on dark web and 
special-access forums also comes an influx of threat actors asking 
to register untraceable, unattributable, or fraudulent accounts 
with OpenAI that violate the ChatGPT community standards. In 
some cases, especially for threat actors physically located in 
the Commonwealth of Independent States (CIS), tutorials for 
registering accounts with temporary (“burner”) Russian phone 
numbers have also appeared.
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Figure 5: “MrK” inquires about registering an account without a phone number (Source: Recorded 
Future, BreachForums)

Figure 6: “Lorensaire”, a member of the top-tier Russian-language cybercriminal forum XSS, inquires 
about acquiring an OpenAI application programming interface (API) key without the use of a verified 
phone number. The threat actor indicated that their Russian phone number cannot be used for SMS 
verification. (Source: Recorded Future, XSS).

Some threat actors, such as “0x27” and “USDoD” (aka 
“NetSec”, “Scarfac33”) on the mid-tier BreachForums, have 
used recent articles on the malicious use of ChatGPT from 
cybersecurity researchers at Checkpoint, Forbes, and Ars 
Technica to inflate their personal brand and boost their credibility 
rating on the forum. These articles, while showing the potential 
threat of ChatGPT abuse, have also brought attention to the 
threat actors that are engaging in such activities — to an extent, 
possibly legitimizing them and solidifying their reputation. While 
many threat actors are opportunistic and financially motivated, 
some are ego-driven and inspired by media attention.
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Figure 7: The threat actor “0x27” acknowledges reporting on the malicious use of ChatGPT, which 
includes references to previous threads authored by 0x27 and “USDoD” on BreachForums. (Source: 
Recorded Future, BreachForums)

Threat Analysis
ChatGPT can be abused by non-state threat actors to conduct 

malicious activities in several ways. Our list here, though not 
exhaustive, provides insight into the most pressing and common 
threats that individuals, organizations, and governments face 
via the malicious use of ChatGPT. This section will outline the 
following 3 cybercriminal attack vectors and associated tactics, 
techniques, and procedures (TTPs), illustrated with concrete 
examples from dark web and special-access resources:

• Phishing and social engineering

• Malware development

• Disinformation

Figure 8: “Labellss”, a member of the Russian-language forum Zelenka[.]guru (formerly “LolzTeam”), 
advertising a ChatGPT-as-a-service program. Labellss is generating ChatGPT code based on threat 
actor requests. (Source: Recorded Future, Zelenka)

Phishing and Social Engineering

ChatGPT’s ability to convincingly imitate human language 
gives it the potential to be a powerful phishing and social 
engineering tool. Within weeks of ChatGPT’s launch, threat actors 
on dark web and special-access sources began to speculate on 
its use in phishing.
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Figure 9: “Suzmoon” authoring a discussion thread on BreachForums, pondering the use of ChatGPT 
as a phishing tool. (Source: Recorded Future, BreachForums)

We prompted ChatGPT to craft emails that are typical 
of common phishing campaigns. Specifically, we wanted to 
emulate the use of ChatGPT in a spearphishing attack. Common 
techniques include the “appeal to urgency and emotion” and 
“appeal to authority”, by which the attacker will attempt to scare 
a victim into executing a malicious task, such as downloading 
a file, clicking on a suspicious link, or submitting personally 
identifiable information (PII).

Identifiers of phishing emails often include spelling and 
grammatical errors, misuse of complex English vocabulary, vague 
or confusing language, and more. These identifiers are often 
indicative of an attacker that does not speak English fluently and 
relies on machine translation. None of these errors were present 
in the emails generated by ChatGPT. 

Figure 10: Examples of phishing emails, written by ChatGPT. ChatGPT was requested to write emails 
that “appeal to urgency and emotion” to persuade a user to download an attached executable file 
(Top) and “appeal to authority” to persuade a user to click on a suspicious link at the direction of 
their CEO (Bottom). (Source: Recorded Future, ChatGPT)
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Spearphishing emails, as seen above, can serve as the first 
step in the ransomware kill chain, enabling a stage often referred 
to as “pre-ransomware” activity. Pre-ransomware activity 
encompasses reconnaissance, resource development, and initial 
access, all of which describe a set of TTPs used by threat actors 
prior to the “hands-on keyboard” stage of network intrusion. 

We believe that ChatGPT can be used by ransomware affiliates 
and initial access brokers (IABs) that are not fluent in English to 
more effectively distribute infostealer malware, botnet staging 
tools, remote access trojans (RATs), loaders and droppers, or 
one-time ransomware executables that do not involve data 
exfiltration (“single-extortion” versus “double-extortion”). 

However, we caution that the use of spearphishing by threat 
actors is not indicative of pre-ransomware activities by itself. 
Spearphishing, whaling, and other forms of phishing are common 
TTPs used by a diverse range of threat actors, both non-state and 
state-sponsored. ChatGPT can enable spearphishing by threat 
actors that have no connection to established ransomware gangs 
but are rather using it for non-specific malware deployment, data 
harvesting, fraud, blackmail and extortion, and other activities.

Figure 11: “ToyotaCorolla”, in a response to “asz”, discusses the use of ChatGPT to craft phishing 
emails that can be used to enable pre-ransomware activities. In this case, ToyotaCorolla indicates 
that ChatGPT-generated phishing emails can be used to deliver information stealer (“infostealer”) or 
loader malware. (Source: Recorded Future, BreachForums)

We also believe that ChatGPT is capable of generating code 
that can be used to mirror websites without the permission of a 
website owner and create convincing phishing pages to enable a 
watering hole attack. When we prompted ChatGPT to write code 
to “copy the design of a website” and “create a website mirror”, 
ChatGPT provided legitimate code. 
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Figure 12: Code written by ChatGPT that can be used to scrape and mirror a website without the 
website owner’s permission in Ruby (Left) and Perl (Right). We have partially obscured the images. 
(Source: Recorded Future, ChatGPT)

When ChatGPT is given a prompt that is openly against 
OpenAI’s community standards or considered to be “illegal”, 
ChatGPT will either flag the output as malicious or outright 
refuse to write code. In this case, as of this writing, ChatGPT 
requests to create unauthorized website mirrors are not flagged 
in violation of the OpenAI community standards. We were able 
to take this experiment further, requesting ChatGPT to provide 
code to mirror specific domains of interest to threat actors (such 
as banks, US payment card operators, and more), and it did so 
without the results being flagged.

Although we haven’t identified any concrete examples of the 
following attacks referenced on dark web and special-access 
sources, we believe ChatGPT can be used to enable further 
forms of social engineering, such as: 

• Business email compromise (BEC)

• Romance scams, sextortion, and honeytrapping

• Customer service impersonation (“angling”)

• Pretexting

• Diversion theft

Malware Development

ChatGPT can be abused in several ways to develop malware:

• ChatGPT can be trained on existing malware source code 
from open-source code repositories to develop unique 
variations of that code which evade antivirus detections.

• ChatGPT can be requested to write code in a number 
of different programming languages that exploit critical 
vulnerabilities. ChatGPT will often flag these requests as 
malicious, but there are several syntactical workarounds 
that “trick” the model into fulfilling the request.

• ChatGPT can be abused to write the malware payload. 
We have identified several payloads that ChatGPT is 
able to write effectively, including infostealers, RATs, 
cryptocurrency clippers and drainers, crypters, and more.

• ChatGPT can be abused to write malware configuration 
files and establish command-and-control (C2) 
mechanisms.

CYBER THREAT ANALYSIS
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Figure 13: The original December 29, 2022 “Benefits of Malware” thread, authored by “0x27” on 
BreachForums, which sparked interest in ChatGPT among cybercrime researchers on social media. 
(Source: Recorded Future, BreachForums)

Figure 14: “ch38urek”, a member of the top-tier forum XSS, shares a Russian-language tutorial for 
developing malware with ChatGPT. This tutorial has received positive feedback and attention from 
high-profile threat actors since it was published on January 6, 2023. (Source: Recorded Future, XSS)

Using the Recorded Future Platform, we have identified 
approximately 1,582 references on dark web and special-access 
sources to threat actors discussing and sharing proof-of-concept 
code generated by ChatGPT that fit the criteria listed above. We 
have identified conversations in which threat actors share full 
or partial code, written by ChatGPT, that can be weaponized 
to develop malware. We have also seen conversations in which 
threat actors discuss the exploitation of critical software and 
web-based vulnerabilities through the use of ChatGPT. We have 
identified several payloads written by ChatGPT, shared openly on 
these sources, which function as a number of different malware 
types.

The majority of threads and posts on dark web and special-
access forums related to ChatGPT-written malware appear to 
constitute speculation, without threat actors openly sharing 
proofs of concept. We believe that most threat actors publicly 
discussing potential malware development cases for ChatGPT 
are likely non-technical and are fishing for information from more 
experienced cybercriminals.
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Figure 15: “ch38urek”, a member of the top-tier forum XSS, shares alleged ChatGPT-written Python 
code for an information stealer (“infostealer”; “stealer”) malware. (Source: Recorded Future, XSS)

Figure 16: Sample of the code shared by “ch38urek”. This is openly accessible on XSS and does not 
require purchase. As of this writing, several threat actors have indicated that they have used the 
code provided by ch38urek in their malware development activities. (Note: Although the threat actor 
indicated that the code is Python, it appears to be PowerShell.) (Source: Recorded Future, XSS)

We must note that much of the ChatGPT code shared on 
dark web and special-access sources is similar to code that is 
publicly accessible. If weaponized, we believe that most antivirus 
providers would likely successfully identify such malware. 
However, ChatGPT is lowering the barrier to entry for malware 
development by providing real-time examples, tutorials, and 
resources for threat actors that might not know where to start. 
For example, the threat actor below indicates that ChatGPT 
helped “finish” their first-ever Python script for a program that 
encrypts files for impact.

CYBER THREAT ANALYSIS
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Figure 17: “USDoD” shares Python code that can be used to encrypt files on an infected computer. 
The threat actor indicates that the code was “finished” through the use of OpenAI (ChatGPT). 
(Source: Recorded Future, BreachForums)

Figure 18: “TrafficShop”, a member of the top-tier forum XSS, shares a cryptocurrency clipper 
written in C#, which they claim was created by ChatGPT. (Source: Recorded Future, XSS)

Shown in Figure 18, “TrafficShop”, a member of the top-tier 
Russian-language cybercriminal forum XSS, shares the source 
code of a cryptocurrency clipper in C# which they claim was 
written by ChatGPT. Based on a preliminary analysis of the 
code, it appears that it is legitimate and performs the standard 
functions expected of a clipper. 

Below, we attempted to replicate the creation of a clipper 
in Python, C#, and Java with ChatGPT. We requested that 
ChatGPT write a script for a program that “modifies clipboard 
data” and “replaces it with the string [example] when it detects 
that a cryptocurrency wallet address has been copied”. ChatGPT 
performed this function without issue and did not flag this 
request as illegal or in violation of OpenAI community standards.

 CYBER THREAT ANALYSIS
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Figure 19: An example of “clipper” malware code, created by ChatGPT and written in Python, that 
modifies clipboard data when it detects a cryptocurrency wallet address. This example is similar to 
the one shared by “TrafficShop” on XSS, with slight variations. (Source: Recorded Future, ChatGPT)

Figure 20: “Shrecklefish”, a member of the top-tier forum Exploit, claims that they have been using 
ChatGPT “for weeks” to make money writing cryptocurrency smart contracts for drainers, fraudulent 
honeypot tokens, and more. (Source: Recorded Future, Exploit)

CYBER THREAT ANALYSIS
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In addition to infostealers and clippers, we also identified 
threat actors discussing and sharing proofs of concept for other 
types of malware, including cryptocurrency drainers (Figure 
20) and crypters (Figure 21). A “crypter” is a code obfuscation 
program that encrypts a payload so that it can be delivered and 
executed on a target system without detection. Crypters are 
offered as a malware-as-a-service (MaaS) program on most dark 
web and special-access sources, often commanding significant 
fees per payload file. Below, “deadadam” solicits a crypter 
service via ChatGPT, which we were able to reproduce: 

Figure 21: “deadadam”, a member of the top-tier forum Exploit, opens a discussion thread on using 
ChatGPT (“OpenAI”) for code obfuscation. deadadam has been previously observed engaging 
directly with initial access brokers that have been linked to ransomware groups. (Source: Recorded 
Future, Exploit)
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Figure 22: “Crypter” malware, generated by ChatGPT, written in C++ with the XOR encryption 
algorithm (Top) and C++/Python with the AES algorithm (Bottom). (Source: Recorded Future, 
ChatGPT)

We have also identified instances of threat actors abusing 
ChatGPT to write scripts for other cybercriminal purposes, which 
are not restricted to “malware”. In Figure 23, a threat actor is 
sharing a script allegedly generated by ChatGPT to build dark 
web marketplaces. The threat actor indicated that ChatGPT had 
written a script written in PHP, JavaScript, and Python that can 
be used to design interactive plugins for dark web marketplaces 
that call to designated APIs.

CYBER THREAT ANALYSIS
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Figure 23: “Pain”, a member of the mid-tier BreachForums, sharing a tutorial to develop scripts 
that can be used to develop a “dark web marketplace “empire”. Pain has since been banned on 
BreachForums. (Source: Recorded Future, BreachForums)

We have also seen threat actors with minimal technical 
skills share code for basic API interactions that can be used for 
fraudulent purposes. However, we believe that many of these 
advertisements for “API viewbots”, “botnets”, and social media 
interactions are misleading or exaggerated. An example of this 
is the threat actor “Legion_” on the low-tier forum Cracked, who 
claims to have created a SoundCloud viewbot. In reality, the 
script is nothing more than a basic API call. 

 CYBER THREAT ANALYSIS
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Figure 24: Example Python scripts that automate API calls to the 2 music streaming services, in 
order to loop designated tracks. If used properly, these scripts can enable a “viewbot”. (Source: 
Recorded Future, ChatGPT)

Figure 25: “Legion_”, a member of the English-language Cracked Forum, sharing ChatGPT-written 
code for a bot that automates views and loops songs on SoundCloud to fraudulently inflate profile 
metrics. Based on an examination of the code shared by Legion_, it appears that the script is a 
rudimentary API call that is being marketed as “ChatGPT” malware. (Source: Recorded Future, 
Cracked)

We have identified several threads on dark web and special-
access forums, like the one depicted in Figure 25, in which threat 
actors claim to have developed malware with ChatGPT but in 
reality have not created anything more sophisticated than simple 
scripts that are easily accessible on code repositories. In some 
cases, the threat actors also claim to be selling and auctioning 
such “malware” for forum credits or cryptocurrency, which we 
believe is intended to be a scam. 

Threat actors have realized that, due to the enthusiasm 
surrounding ChatGPT and its potential for abuse, there is 
financial opportunity in marketing ChatGPT malware, templates, 
tutorials, and other “black hat” content for sale in order to scam 
unsuspecting “script kiddies” who might not be able to tell the 
difference between useful and useless code.
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Disinformation

ChatGPT, due to its ability to accurately emulate human 
language and convey emotion, can also be weaponized by 
cybercriminals, nation-state actors, and non-nation-state 
actors (such as PR firms or reputation management services) to 
spread disinformation. If abused, ChatGPT is capable of writing 
misleading content that mimics human-written misinformation:

Figure 26: Responses generated by ChatGPT, when requested to write “breaking news [social 
media posts]” about unspecified geopolitical events. ChatGPT was not provided with any other 
context for these responses. (Source: Recorded Future, ChatGPT)

ChatGPT has several use cases for cybercriminals interested 
in spreading disinformation. ChatGPT, as of this writing, flags 
“harmful” disinformation as in violation of its community 
standards. For example, if you request ChatGPT write a 250-word 
breaking news story on a “Russian nuclear attack on Poland”, it 
will refuse. However, if you specify that you are looking for a 
“fictional” or “creative writing” story on the same content, it will 
complete the task. The same goes for topics such as natural 
disasters, national security (such as terrorist attacks, violence 
against politicians, or war), pandemic-related misinformation, 
and so on. Below is a list of potential use cases, as outlined 
by ChatGPT, for ways in which cybercriminals can abuse the 
platform to enable the spread of disinformation:
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Figure 27: ChatGPT, in its own words, describing how it can be weaponized “by cybercriminals to 
enable the spread of disinformation”. (Source: Recorded Future, ChatGPT)

Figure 28: A response generated by ChatGPT, when requested to write an “Associated Press 
template for an alert about the death of a random celebrity”. (Source: Recorded Future, ChatGPT)
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Marketing firms, PR agencies, and other organizations 
tasked with reputation management may also attempt to use 
ChatGPT unethically to improve the reputation of their clients 
through fake reviews and testimonials. Likewise, threat actors 
that specialize in disinformation-as-a-service (DaaS) offerings in 
criminal marketplaces and forums can use ChatGPT in the same 
manner to attack the reputation of an organization or individual. 

Figure 29: ChatGPT-generated positive and negative reviews for a fictitious travel agency called 
“Fly Global” (Source: Recorded Future, ChatGPT)
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Mitigations
(The following mitigation strategies were written by ChatGPT 
and transcribed verbatim in response to the prompt,“what 
steps can be taken to prevent criminals from leveraging 
ChatGPT for financial gain”.)

There are several steps that can be taken to prevent criminals 
from using a language model like ChatGPT to generate malicious 
software:

• Developing better algorithms and models to detect 
malicious software generated by GPT.

• Developing software to monitor for and detect any 
attempts to use GPT models for illegal activities.

• Creating a community of responsible users and 
developers who are committed to using language 
models ethically and reporting any suspicious activity to 
authorities.

• Raising awareness among individuals and organizations 
of the potential dangers of using GPT-based models to 
generate malicious software, and providing guidance on 
how to use these models safely.

• Governments and Industry can work together to create 
regulations that make the generation and dissemination 
of malicious software generated by GPT or any other AI/
ML model illegal.

• Developing and providing education and training to 
people who use such technology to help them make 
ethical decisions.

It’s important to note that technology alone is not 
enough and need a multi-disciplinary approach to tackle 
malicious use of GPT.

There are several ways that someone might detect if 
malicious software was created by ChatGPT or any other 
GPT-based model:

• Code analysis: One way to detect if malicious software 
was created by ChatGPT would be to analyze the code of 
the software and look for patterns or characteristics that 
are common to software generated by GPT models. This 
could include identifying specific programming languages 
or libraries that were used, or recognizing patterns in the 
structure or organization of the code.

• Machine learning: Another approach would be to use 
machine learning algorithms to analyze the software 
and determine if it is likely to have been generated by a 
GPT-based model. This might involve training a model on 
a dataset of software generated by GPT, and then using 
that model to classify new software as likely to have 
been generated by GPT or not.

• Behavioral analysis: Malicious software generated by 
GPT could be detected based on the behavior of the 
software. A behavior analysis system could flag the 
software as malicious if it exhibits unusual or suspect 
behaviors such as creating new processes, trying to 
access sensitive information, or modifying system files.

• Online & Offline Reputation analysis: Another way to 
detect malicious software generated by GPT is by looking 
into the reputation of the software. If the software is 
known to be malicious and is associated with previous 
instances of malicious activities, it is more likely to be 
flagged as malicious.

• Honeypots: Setting up honeypots, which are known 
vulnerabilities in the systems and networks with the 
intention of luring attackers to interact with them, can 
help detect and track the malicious software generated 
by GPT.

• 

It’s important to note that detecting malicious software 
generated by GPT is a complex task and multiple techniques 
would be required to provide a robust and comprehensive 
detection.
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Outlook
While the example code snippets throughout this report 

could be identified among publicly available sources, the ability 
of GPT models to quickly generate these code snippets based on 
specific inputs from the user lends to the notion that advanced 
malicious code could be developed using GPT platforms. 
Additionally, GPT models could also be used to quickly transform 
code from one scripting language to another, and even provide 
layers of code obfuscation, in attempts to avoid established 
detection signatures. With the continued development of 
advanced artificial intelligence models like ChatGPT, we expect 
these technologies to see increases in speed, accuracy, and 
comprehension, which may provide additional functionality to 
handle more complex tasks in the future. Notably, these tasks 
could include handling inputs from a wide array of data types, 
far beyond simple text-based formats, potentially providing bad 
actors additional avenues to quickly assemble code or other 
malicious infrastructure. 
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About Recorded Future®

Recorded Future is the world’s largest intelligence company. Recorded Future’s 
cloud-based Intelligence Platform provides the most complete coverage across 
adversaries, infrastructure, and targets. By combining persistent and pervasive 
automated data collection and analytics with human analysis, Recorded Future provides 
real-time visibility into the vast digital landscape and empowers clients to take proactive 
action to disrupt adversaries and keep their people, systems, and infrastructure safe. 
Headquartered in Boston with offices and employees around the world, Recorded 
Future works with more than 1,500 businesses and government organizations across 
more than 60 countries.

Learn more at recordedfuture.com and follow us on Twitter at @RecordedFuture.

About Insikt Group®

Insikt Group is Recorded Future’s threat research division, comprising analysts and 
security researchers with deep government, law enforcement, military, and intelligence 
agency experience. Their mission is to produce intelligence on a range of cyber and 
geopolitical threats that reduces risk for clients, enables tangible outcomes, and prevents 
business disruption. Coverage areas include research on state-sponsored threat groups; 
financially-motivated threat actors on the darknet and criminal underground; newly 
emerging malware and attacker infrastructure; strategic geopolitics; and influence 
operations.
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