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Chapter 1. Overview

 Recorded Future for Splunk 2.6 officially only support python3.

Recorded Future has partnered with Splunk to deliver robust intelligence directly into Splunk
Enterprise and Enterprise Security. The integrations and their intelligence support correlation
against internal telemetry data to detect high-risk IOCs, faster alert triage, and reduce time spent
on manual research.

Splunk Enterprise Features

Correlations

Correlations detect malicious events with a low rate of false positives. Dedicated correlation
views help shorten the time spent on event triage. All views provide full Context as to why
the event is considered malicious - including the source of this information. Correlations
Use Cases are available for IPs, domains, hashes, vulnerabilities, and URLs.

Figure 1. Correlation view

IOC Enrichment

Context (intelligence) for a suspicious IOC is often critical for deciding if an event is
malicious. The app has several Enrichment views which present detailed intelligence about
an IOC. Intelligence views are available for IPs, domains, hashes, vulnerabilities, URLs,
and malware.
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Figure 2. Enrichment view provides ample context for a suspicious IOC

Sigma Rules

With The Recorded Future App for Splunk, Sigma Rule deployment takes a few clicks.
Recorded Future’s Insikt group produces Detection Rules (currently in Sigma, Snort, and
YARA formats). All rules are converted from YML to saved queries in the Splunk
Processing Language (SPL) format to make deployment as easy as possible.

Figure 3. Sigma Detection Rules

Recorded Future Alerts

Recorded Future’s platform offers a wide range of Classical Alerts and Playbook alerts.
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These alerts can be monitored and handled from within the app.

Figure 4. Recorded Future Alert

Threat Hunts

Recorded Future for Splunk combines the SIEM platform with world-class threat
intelligence to provide a tool to rapidly start with fundamental threat hunting. Utilize the
wizard to run indicator based threat hunts, or use the API documentation in the
documentation to automate the process outside the scope of the integration.

Figure 5. Recorded Future Threat Hunt

Splunk Enterprise Security Features

If the Splunk system has Splunk Enterprise Security installed, additional Threat detection
options are available:

IOC Enrichment

Adaptive Response Action

An Adaptive response action makes it possible to provide Context to a Finding (Notable
event) automatically. It’s also possible to run the action ad-hoc.

Correlation search with Risk Based Alerting (RBA) support

The app integrates with Splunk’s Risk Based Alerting framework. Correlation searches

1. Overview



that create Notable Events (which are handled in Splunk Enterprise’s Incident review
dashboard) can be set up for many Use cases. Each Notable Event contains a large
amount of context for the detected IOC, including MITRE ATT&CK tags. However,
correlations also produce Risk Events which over time helps tie together different
suspicious events; and only surface what really matters as a Notable Event.

Figure 6. Risk Based Alerting: Notable event created with additional Context and Risk assessment.
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Chapter 2. Upgrade App
Upgrading to Recorded Future for Splunk 2.0 can be done by installing the new version. Some
configuration adjustments may be done, see below.

Navigate to Configuration › Troubleshooting post-upgrade and inspect the output in the panel
"Validate App Deployment" in order to verify successful upgrade.



Upgrading from v1.X

Apps running v1.X must first upgrade to v2.0, before they upgrade to the latest
release.

Risklist names are changed as part of the v2.0 release, therefore please
update any custom solutions to the new risklist name format.

2. Upgrade App



Chapter 3. Install

3.1. Requirements
• Splunk Role

- The app is designed to run on a Splunk system with the Search Head role.

• Splunk Cloud

- The application supports Splunk Cloud systems; though designed to run on Search
Heads

• Splunk Search Head Clusters

- Splunk Search Head clusters are supported. Once deployed, connect to any node in the
cluster to configure and use.

• Splunk Index Clusters

- Splunk Index clusters do not affect the application.

• Operating system

- Any operating system where Splunk Enterprise can run is supported.

See Splunk Products Version Compatibility Matrix for more details on compatibility between
splunk products.

3.1.1. Incompatible apps

Splunk systems that had the old (separate) Recorded Future for Splunk app installed at some
point must remove the following apps from the system before installing the app:

• Recorded Future app for Splunk Enterprise (TA_recordedfuture-cyber)

• Recorded Future add-on for Splunk ES (TA-recorded_future)

• Recorded Future App for Splunk v1.* (TA-recordedfuture). Upgrading from v1.* requires an
upgrade to v2.0. From v2.0 it’s possible to upgrade to this version.

Network

The Splunk server must be able to reach Recorded Future’s API (api.recordedfuture.com)
on port 443.

Outbound proxies are supported, the details can be configured during initial setup of the
app.

3.2. Instructions
The app is available at SplunkBase. It can either be installed directly from SplunkBase or
downloaded and installed manually.


The 2.0 release requires a new API key/token. It’s not possible to re-use the
API key from version 1.x. If you are a current Recorded Future for Splunk user,
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please reach out to Recorded Future support to request a new API token for
Recorded Future for Splunk v2.0.

Once the app has been installed on the Splunk server, it must be configured. The configuration

menu is located at Configuration › Settings.

1. Select General option on the left menu

2. Verify that the application is connected with Recorded Future’s API. "Status: Verified" will
show when the connection is successful.

3. If the Status is "Not verified", the connection can require a proxy. Check “Use a proxy server”
to activate a connection via proxy.

4. Enter the required fields. If the proxy server requires authentication, enter a valid username
and password, otherwise leave these fields blank.


If your proxy is accessed via an IPv6 address, please enclose the IPv6
address in brackets.

5. Connect by clicking [ Verify API URL ]. The Status should be "Verified", if it isn’t, review the
proxy settings.

- Only change the API URL or disable SSL verification if asked by your Recorded Future
point of contact.

6. Enter the API Token. Contact Recorded Future to receive one.

7. Click [ Verify API Token ].

3.3. Install on a Search Head Cluster

 This section only applies when installing the app on a Search Head Cluster.

The app detects if it is running in a Search Head Cluster and automatically ensures that only the
captain node retrieves the Risk Lists and the alerts.

1. Download the package into $SPLUNK_HOME/etc/shcluster/apps on the deployer of the Search
Head Cluster.

2. Unpack the package, ex:
tar zxvfp recorded-future-app-for-splunk_280.tgz

3. Remove the package file:
rm recorded-future-app-for-splunk_280.tgz

4. Push the new app to the Cluster nodes:
splunk apply shcluster-bundle…

5. Connect to any Search Head Cluster node and follow the normal initial configuration
procedure. The app will propagate the configuration to all nodes in the cluster.
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Chapter 4. Data collection
Recorded Future collects unattributed data regarding application performance and feature usage
in order to continuously improve the application.

For more information, please see Frequently Asked Questions at
www.recordedfuture.com/faq/security
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Chapter 5. Malware Threat Hunts

5.1. Threat Hunt Dashboard
You can start a Threat Hunt in two ways:

1. Initiate it on the malware enrichment page. A button + Threat Hunt will exist to the right.
Clicking on the button will take you to a modal where you can set the parameters of your
Threat Hunt.

2. By clicking on Threat Map marker or Threat Table row and pressing Create Threat Hunt
button. Clicking on the button will take you to a modal where you can set the parameters of
your Threat Hunt.

At the modal you will need to decide a name for your hunt and then select what kind of indicators
of compromise (IOC) you want to look for in your Threat Hunt.

You can also schedule a Threat Hunt. To do this, toggle on the "Schedule search" input and set
your desired schedule. This will create a scheduled saved search with the owner set to the
current user, binding the schedule to the owner’s local time zone.

Once you have selected index, source types and event fields you are now ready to start your
hunt.

Starting the hunt creates a new job in Splunk which may take some time to complete depending
on the size of your index and how many source types and event fields you are looking at.

The RecordedFuture application will keep track of the status of that job and change the status to
"Completed" once the job is done.

The dashboard for Threat Hunts will show you a threat map of relevant to your organization and a
list of threat hunts you have initiated.

At the right of each line item for a threat hunt there is a menu that allows you to do the following.
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5.1.1. Run

It will run the threat hunt again with the same parameters. It does not affect the schedule of the
Threat Hunt.

5.1.2. Edit

You can amend the threat hunt to use different parameters than used originally.

5.1.3. Duplicate

This will open up the modal for you to change any parameters you might want to change in the
original threat hunt and once you click "Start Hunt" it will create a completely new hunt separate
from the original hunt.

5.1.4. Delete Hunt

This will delete the entry of the Hunt on the Threat Hunt dashboard. It will not delete any
previously initialized threat hunt runs. :experimental: :icons: font :img_location: ../img :last-update-
label!:

5.2. Malware Threat Hunt
Malware Threat Hunts enable you to detect IOCs related to a malware family in Splunk events.
Hunts use Recorded Future’s Technical Links data to make precise detections.



Recorded Future Technical Links

Technical Links are lists of IOCs that are linked to an entity, like a malware
families. Recorded Future identifies these links through methods such as
malware sandbox analysis, infrastructure analysis, network traffic analysis. An
entity’s Technical Links are available on its IOC Enrichment Page and in it’s
Portal Intelligence Cards.

5.2.1. Configure a Malware Threat Hunt

To start a Threat Hunt, follow the steps below:

1. Open the Recorded Future App for Splunk, and go to Threat Hunts.

2. Click on the Threat Map marker or Threat Table row and select Create Threat Hunt in the
dropdown.

3. Configure the hunt:

- Name the hunt

- Select IOC types to search for

- Select Splunk Events to search in

- Set up the schedule (optional)

4. Click Save and Run.
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5. Done.

Alternatively, you can follow these steps:

1. Open the Recorded Future App for Splunk, and go to IOC Enrichment › Malware
Enrichment

2. Enter the malware family to hunt for

3. On the malware’s enrichment page, click the + Threat Hunt button

4. Configure the hunt:

- Name the hunt

- Select IOC types to search for

- Select Splunk Events to search in

- Set up the schedule (optional)

5. Click Save and Run.

6. Done.

What’s Next

• View hunt progress and any IOC detections in Alert Center › Threat Hunts.

• Threat Hunt configurations are available in IOC Enrichment › Threat Hunts. Editing a
configuration will not affect past runs.


Cancel Ongoing Hunts

To stop a hunt that’s currently running, go to Alert Center › Threat Hunts and
click 'cancel' in the table row of the hunt to end.

5.2.2. Manage Threat Hunt impact on search performance

Threat hunts with large amount of events and IOCs can have a significant impact Splunk search
performance. To reduce the impact, consider the following:

• Run the search during off-Hours: run these hunts over the weekend or when the system
isn’t busy.

• Limit search criteria: If running in off-hours isn’t possible, try to limit your search criteria to
decrease the load.

5.2.3. Edit Threat Hunt Storage Settings

To edit threat hunt storage settings, open recordedfuture_settings.conf and modify the value of
threat_hunt_result_age_out. By default, the app stores the last 100,000 runs and deletes older
ones to save new hunts.
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Chapter 6. Attack Surface Intelligence
The Attack Surface Intelligence (ASI) Integration with Splunk allows you to collect and analyze
your attack surface data within the Splunk environment as you would natively within the Recorded
Future Portal. It will query for your latest project data with appropriate visuals and actions.

6.1. Configuration
To configure Attack Surface Intelligence go to Configuration › Settings › Attack Surface
Intelligence)

There you will be able to set up the API key and the Project ID required for Attack Surface
Intelligence.

6.1.1. API Key

1. Go to Account under Security Trails portal.

2. Click on API Keys under API on the left sidebar.
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3. Click on Create New API Key button or copy the existing API key.

6.1.2. Project ID

1. Go to the project page under Security Trails portal

2. Copy the unique UID in the URI of the project page to be used for configuring the app in
Splunk.

6.2. Key Use Cases
There are four use cases for attack surface intelligence.

• Monitor changes in your attack surface

• Analyze your attack surface makeup

• Understand identified exposures in your attack surface

• Investigate network artifacts

6.2.1. Monitor changes in your attack surface

The Activity dashboard will allow you to see the newly discovered and cleared risks within your
attack surface. The bottom panel also allows you to see a stream of assets that Attack Surface
Intelligence discovers in real time.
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6.2.2. Analyze your attack surface makeup

The Inventory dashboard will allow you to see notable segments of your attack surface to easily
identify out-of-policy assets and those which stick out as inadvertent exposures. Filters at the top
will allow you to easily isolate assets by hosting provider, country, and so on.

6.2.3. Understand identified exposures in your attack surface

The Risks dashboard will allow you to see where your attack surface exposes you to threats
based on the most recent scan data. The filters at the top will also allow you to easily isolate
assets and issues of interest in your investigation.

6. Attack Surface Intelligence



6.2.4. Investigate network artifacts

The Hostname and Apex Domain investigation allows you to analyze any additional artifacts
(DNS, WHOIS, SSL Certificates, etc.) for an asset in question. Note that you can conduct
analysis on a specific hostname OR an Apex domain.
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Chapter 7. Alert Center
The Alert Center is a new addition to Recorded Future for Splunk 2.1 and is the new home screen
of the app. The Alert Center pulls data from cached Correlations and Sigma Rule Detections and
displays all alerts in one combined list. Please configure Correlations and/or Sigma detection
rules to start using the Alert Center.

The interface will fetch new alerts every five minutes while the dashboard is open. Actively using
the Alert Center will block this action.

Any alert in the Alert Center can be expanded by clicking on the alert and contains details about
the alert. Furthermore, each rule has a note and a status that is tied to the specific alert and is
synchronized between all views in the app. Possible statuses are new, in-progress and
resolved.

The analyst note may contain up to 1,000 characters.

Filter options
The Alert Center, by default, shows alerts with the status new and in-progress, while alerts
whose status is set to resolved are hidden from the default view. Resolved alerts can be viewed
by selecting resolved in the status filter dropdown.

There exist correlation-specific filters which allow for filtration on indicator type (ip, domain, url,
hash or vulnerability). To access this filter option first filter on alert type > Correlation and the
additional filter option will appear.

The following filter options currently exist

• Alert type: Dynamically list the types of alerts available in the list, currently Sigma Detection
and Correlation

• Time: Narrow down the scope of alerts via a list of time presets
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• Status: Filter on status

• Correlation IOC type: If Correlation is selected, allows for filtering on IOC entity type.

7.1. Limitation for the number of alerts
The Alert Center has a limitation on the number of correlation alerts that can be displayed. The
number depends on the configuration of your Splunk system, but in most cases, it is 50,000 alerts
per type of correlation.

The limit exists because the Alert Center uses | append subsearch under the hood to aggregate
alerts from different sources.

However, you can change this limit to the desired number. To do so, proceed with the following
steps:

1. Open the existing or create the missing limits.conf file at
$SPLUNK_HOME/etc/system/local/limits.conf

2. Add searchresults stanza into the file if it is missing

3. Under the searchresults stanza, add maxresultrows field with the desired number. You
should have the following content:

[searchresults]
maxresultrows = <integer>

4. Restart Splunk to apply the changes


It is not recommended to set the limit that exceeds 50,000. More information
can be found in the official documentation.

The application will display the warning message if the limit exceeds after loading the Alert Center
page.
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Chapter 8. Alerting Rules


This section covers both Recorded Future 'Classic' and Playbook Alerts.
Playbook Alerts requires a Module Account. If you don’t see an alert of the type
"Playbook Alert", contact your account manager to discuss this option.

The Recorded Future app can display alerts (Classic and Playbook Alerts) from the Recorded
Future platform. Alerts will appear in the Alert Center, after you have enabled alerting.

8.1. Setup
To activate Recorded Future Alerts in the Recorded Future app, follow these steps:

• Open the Recorded Future Portal.

• Go to Intelligence Goals Library

• Configure the desired Intelligence Goals / Alerting Rules.

• Open The Recorded Future app for Splunk.

• Go to Configuration › Alerting Rules.

• If no Alerting Rules appear, verify that Alerting Rules have been enabled in the Recorded
Future portal.

• Activate the desired Alerting Rules.

• Once Alerting Rules are activated, alerts will appear in the Alert Center

The app will continually add support for more types of Playbook Alerts.
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Chapter 9. Create Notables for Ingested
Alerts

9.1. Ingestion
After enabling the rule on the Alerting Rules page, you automatically start ingestion for this rule.
The saved search with name Recorded Future - Ingest Alerts runs every 10 minutes. It
retrieves the enabled rules and writes newly created alerts to the corresponding KV store
collection:

• alert_ingested - for Classic Alerts

• playbook_alert_ingested - for Playbook Alerts

The application does not automatically set an initial time period for the first ingestion. This means
that the ingestion will begin only after the associated rule is enabled for ingestion.

By default, ingested alerts are retained in the KV store collection for up to 365 days or 10,000
records, whichever limit is reached first. You can modify these retention settings:

• Navigate to Configuration › Settings › Features to adjust the retention period and record
limits.

9.2. Setup (ES - 8.0+)
For older version of ES see Setup pre ES - 8.0

We will set up the creation of Findings (Notable Events) based on the new records in the
corresponding collection.

1. Open "Enterprise Security" application
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2. Go to Security Content › Content Management
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3. Press [ Create New Content ] and select [ Detection ]

4. Select Event-based detection

5. Make sure that Finding is the selected output type.

9. Create Notables for Ingested Alerts



6. In 2 › Event-based Detection, set the Detection name (e.g. "New Ingested Classic Alerts")
and set the Detection description.

7. In 2 › Event-based Detection, set the Detection search (assuming we want to run the
detection every 6 hours):

- Classic Alerts

| inputlookup alert_ingested
| eval new_record = if(_time > relative_time(now(), "-6h@h"), 1, 0)
| search new_record=1

- Playbook Alerts

| inputlookup playbook_alert_ingested
| eval new_record = if(_time > relative_time(now(), "-6h@h"), 1, 0)
| eval id = _key
| search new_record=1

8. Go to 3 › Analyst queue

9. Set the Title and Description for new Findings, optionally set other fields. Example Title for
Classic Alert:

New Alert Finding for $rule.name$


You can use fields of the alerts collection lookup, as defined in
transforms.conf file, surrounded by dollar signs as in the example above.

10. In Drill-down Dashboards select the [ + Add Drill-down Dashboard ]

11. In the dropdown list in Dashboard select the appropriate alerts dashboard:

- TA-recordedfuture/rfes_alerts_list_v2 - for Classic Alerts

- TA-recordedfuture/playbook_alerts - for Playbook Alerts
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12. Set the Name (e.g. "Alert details")

13. Press [ Edit Tokens ] and in the modal window press [ + Drill-Down Token ]

14. Set Token Name as deeplink and set Token Value to $id$.

15. Press [ Save ] on the modal window.

16. Go to 4 › Assign risk, ES 8.0.2 forces you to configure this block to save the configuration.
Since this detection is finding based these values will not have impact. Suggested values:

17. Set Risk message to "Recorded Future Alert"

18. Set Entity to "id"; this will group risk on the alert ID.

19. Set Entity Type to "other"

20. Go to 6 › Cron Schedule and set the desired schedule for this search, in our case it is every
6 hours:

* */6 * * *

21. Go to 7 › Conditions and pick [ For each result ].
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22. Press [ Save ].

Now you have set up the creation of Notable Events for ingested alerts. After the detection runs,
you should see the Notables on the Incident Review page of the Enterprise Security application.

9.3. Setup pre ES - 8.0
We will set up the creation of Notable Events based on the new records in the corresponding
collection.

1. Open "Enterprise Security" application
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2. Go to Configure › Content › Content Management
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3. Press [ Create New Content ] and select [ Correlation Search ]
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4. Set the Search Name (e.g. "New Ingested Classic Alerts") and optionally set the
Description.

5. Set the Search (assuming we want to run the correlation search every 6 hours):

- Classic Alerts

| inputlookup alert_ingested
| eval new_record = if(_time > relative_time(now(), "-6h@h"), 1, 0)
| search new_record=1
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- Playbook Alerts

| inputlookup playbook_alert_ingested
| eval new_record = if(_time > relative_time(now(), "-6h@h"), 1, 0)
| eval id = _key
| search new_record=1

6. Go to Time Range › Cron Schedule and set the desired schedule for this search, in our case
it is every 6 hours:

* */6 * * *

7. Go to Trigger Conditions › Trigger and pick [ For each result ].

8. In Adaptive Response Actions select [ + Add New Response Action ] and pick Notable.

9. Set the Title for new Notable Events (example for Classic Alert):

New Alert Notable for $rule.name$


You can use fields of the alerts defined in transforms.conf file surrounded
by dollar signs as in the example above.

10. Optionally set the Description and other fields.

11. In Drill-down Dashboards select the [ + Add Drill-down Dashboard ]
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12. In the dropdown list in Dashboard select the appropriate alerts dashboard:

- TA-recordedfuture/rfes_alerts_list_v2 - for Classic Alerts

- TA-recordedfuture/playbook_alerts - for Playbook Alerts

13. Set the Name (e.g. "Alert details")

14. Press [ Edit Tokens ] and in the modal window press [ + Drill-Down Token ]

15. Set Token Name as deeplink and set Token Value to $id$.

16. Press [ Save ] on the modal window.

17. Press [ Save ].

Now you have set up the creation of Notable Events for ingested alerts. After the correlation
search runs, you should see the Notables on the Incident Review page of the Enterprise
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Security application.

9.4. Classic Alerts Dashboard
The Dashboard displays Recorded Future Classic alerts. To edit the types of Classic alerts you

receive, go to Configuration › Alerting Rules).

In the configuration for Alert Rules, you’ve selected specific alerting rules. Alerts for all of these
rules will show up on the dashboard. Each Alert Rule will contain a maximum of 100 alerts which
will show up on the dashboard.

In the dashboard, you can filter alerts based on the alert rule, time or status, or a combination of
those.

The dashboard consists of a list of alerts. Click an alert to see more detailed information.

9.4.1. Alert Details

Clicking on an Alert title in the list will open the Alert’s detail section and show you what the Alert
contains.

The state of the Alert can be changed using the dropdown in the Status field.

Use the text field to save comments about the alert.

9. Create Notables for Ingested Alerts



9.5. Playbook Alerts Dashboard
The Dashboard displays Recorded Future Playbook alerts. To edit the types of Playbook alerts

you receive, go to Configuration › Alerting Rules.

• Filter alerts based on category, time, status, or assignee.

• Enrich an IOC by clicking on it. Supported IOCs appear as links.

9. Create Notables for Ingested Alerts



Chapter 10. Correlations
The app does correlation (Threat Detection) by correlating a log source against KV store
populated with Recorded Future threat intel. The App has several Correlation Use Cases
available for different Threat profiles. The saved search responsible for detection can be disabled

via the toggle in Configuration › Correlation. Disabled correlations will keep the risk lists up to
date but not generate any new alerts.

10.1. Correlation Types
When setting up a correlation, there are three types.

• "Correlation" - looks at a specific index and specific source type. This also gives you the
flexibility of using an entirely custom search if you so want to.

• "Data model correlation" - When you have a specific data model that you want to correlate
with.

• "Splunk Enterprise Security Correlation" - This is looking at default ES data models, such as
network traffic and web data models.

10.2. When a correlation rule is saved
When you save a correlation the following happens in the background.

• The app fetches the Risk List associated with the Use Case. After the initial download, the
Risk List will be kept in sync with the Recorded Future API.

• The app creates a Saved Search.

- This search uses a Lookup file to correlate events from the search with the content of the
lookup file.

- The search is run once with a -7d time frame. After that the search will run on a three-
minute schedule correlating logs from three minutes at a time.

- Matches, or Correlations, are stored in a KV store collection file on the Splunk server
called correlation_cache_<datatype>`

- The correlation caches are split up based on the data type they contain (ip, domain, hash,
etc.) and each file has a defined age-out setting defining how much data can be stored.
By default these values are set to 365 days or 100,000 rows but this can be modified in
recordedfuture_settings.conf.

• The Correlation dashboard is dynamically populated with correlations from the correlation
cache KV store.


Do not edit the Saved Search created by the app or the View created by the
app. They may be updated at any time and your edits will be lost.
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Setup Default Correlations
1. Go to Configuration › Correlations

2. Click New Correlation › Add Correlation

3. Add a name for the Correlation

4. Select a Correlation Use Case, optionally filter the list on type from the dropdown on the right.

5. Select the source of the events that are to be inspected:

a. Click + Add Index, and select an index. This is the index that is used by the sourcetype.

b. Sourcetype: this is the sourcetype of the events that are being inspected.

c. Field: the field containing IOCs that we will correlate against the Risk List. The UI will
show the number of events which fields matches the IOC of the selected Correlation Use
Case.

d. Repeat from a if you wish to correlate on more then one field.

6. Optional, add a + Filter Search, which filter or tunes out correlations from the results of the
query.

7. Optional, view the Search Preview and press Run Search to validate that the query is
implemented as expected.

8. Click [ Save Correlation ]


The lookup for any given Correlation Use Case is not available until after
the rule has been saved. The Run Search redirect will comment out any
lookup that would otherwise fail.
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Setup Data Model Correlations
1. Go to Configuration › Correlations

2. Click New Correlation › Add Data Model Correlation

3. Add a name for the Correlation

4. Select a Correlation Use Case, optionally filter the list on type from the dropdown on the right.

5. Select the source of the events that are to be inspected:

a. Data Model: This is the name of the Data Model that contains the events.

b. Section: This is the section of the events that are being inspected.

c. Field: the field containing IOCs that we will correlate against the Risk List. The UI will
show the number of events which fields matches the IOC of the selected Correlation Use
Case. Ctrl+click to select more than one field.

6. Optional, select the Delay Correlation search and set the delay in minutes. This instructs the
application to look for events further in time to compensate for event indexing delays.

7. Optional, add a + Filter Search, which filter or tunes out correlations from the results of the
query.

8. Optional, select fields under Event Field Visibility to include in the query output. Data model
correlation utilise tstats queries, and fields of interest must be known at searchtime. Any
fields selected here can be shown on the correlation dashboard.

9. Optional, view the Search Preview and press Run Search to validate that the query is
implemented as expected.

10. Click [ Save Correlation ]


The lookup for any given Correlation Use Case is not available until after the
rule has been saved. The Run Search redirect will comment out any lookup
that would otherwise fail.
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Setup Correlations using Accelerated Models
• Go to Configuration › Correlations

• Click New Correlation › Add Splunk Enterprise Security Correlation

• Add a title for the Correlation:

- Title: This is the name of the Correlation View that will be created. The view will be

available via a dropdown in the Alert Center › Correlations menu.

- IOC: This is the type of IOC that will be correlated. Currently this can be an IP, domain,
hash, vulnerability or URL.

- The Saved Search will be created that drives the Correlation view. This search can also
be used outside of the view or to be run from a schedule with the option of creating alerts
when suspicious events are found.

• Select a Correlation Use Case. Hover over the line of a Correlation Use Case to show more
details.

• Optional, select the Delay Correlation search and set the delay in minutes. This instructs the
application to look for events further in time to compensate for event indexing delays.

• Optional, add a + Filter Search, which filter or tunes out correlations from the results of the
query.

• Optional, view the Search Preview and press Run Search to validate that the query is
implemented as expected.

• Click [ Save Correlation ]
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Nightly back-fill search
The app ships with a nightly search to attempt to back-fill any correlations that occurs outside the
search window. Events can occur outside the search window due to indexing lag. This search
only applies for Datamodel and ES correlations. In order to disable this search:

1. Navigate to Splunk Settings › Searches › reports › and alerts

2. Filter on settings created by the app, and search for Recorded Future - Back-fill
Correlation Search.

3. Click "Edit" in the action column.

4. Select disable

This search will no longer run.

10.3. Correlation Dashboards
The Correlation Dashboard displays correlations between customer logs and Recorded Future
Risk Lists.


The Correlation Dashboard is not available until after the first correlation rule
has been configured.

The top of the Correlation Dashboard has two dropdowns where you select the IOC type and
correlation rule you wish to show detections for.


Please note that recently configured correlations will not be selectable in the
Correlation dropdown until they make their first detection.

The correlation dashboard contains four elements:

• "Summary" shows the number of entities that the correlation found to match one or more
events.

• "Top Rule Hits" shows the rules triggered by these entities.

• "Top Counts" displays the entities with the number of events found by the correlation.

• "High Risk" contains matching entities with their risk information.

The following are the default columns displayed. Any field available in the matched correlation
event can be selected as a column. Columns are controlled via the view columns icon on the top
right of the primary table. Displayed columns are persistent on a per-rule basis.

Field Description

Risk The risk score assigned to the entity by
Recorded Future

Entity The matched entity
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Count The number of events matched to the entity

Rules The number of Recorded Future rules triggered
for the entity out of the total number of rules set
up for this type of entity by Recorded Future.

Evidence Each of the triggered rules is listed in
descending criticality. The criticality is signaled
by a color coded dot at the start of the line. The
rule is written in bold followed by the details in
regular text.

Mitre Any MITRE ATT&CK codes attached to the
Risk Rules.

Further information can be obtained by two drill down options:

• Click on the entity, such as the IP address or the Domain, to open a new Search window
looking for events involving the entity.

• Click on any other part of the line to open the Enrichment Dashboard for the entity.

10.3.1. Filter Search

Content of the table can be filtered via the + Search filter option, present in the top bar. Clicking it
reveals a filter menu with a text input. Any text entered into will be treated as SPL and control
what correlations are displayed. For example, Risk > 90 will only include correlation with risk over
90 and Name="x.x.x.x" only includes the ip x.x.x.x.

Selecting any value in Available Event Fields will include the selected field in the SPL query.

10.4. Shifting Correlation window to mitigate
indexing lag.

 Shifting the detection window will cause delay in correlation.

Out of the box the applications correlation search assumes very low indexing lag, 1 min. The app
performs a search in the interval -4m@m to -1m@m every three minutes.

In the presence of indexing lag this interval can be shifted in time. Assume an 15 minutes index
lag, that would result in a shift by 15m to -19m@m to -16m@m.

The settings for the correlation search can be changed via the splunk GUI.

1. Navigate Settings > Searches, Reports, and Alerts

2. Find the search Recorded Future - Correlation Search

3. Click Edit > Edit Search

4. Modify Earliest time and Latest time to match the new shifted cycle. Be sure that the
difference between earliest and latest is 3 minutes.
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10.5. Technical Information
For each Correlation Use Case, Recorded Future provides a Risk List. A Risk List is a CSV file in
which each line contains information about an IOC that has an associated risk.

The following columns are part of the file:

Column Description

Name The IOC (e.g. an IP, domain).

Risk The Risk score that Recorded Future has
assigned to the IOC. A value between 0 and
99.

RulesCount The number of triggered Recorded Future Risk
Rules for an IOC. Rules are used to calculate
the Risk Score.

RulesTotal This is the number of rules used to assess the
risk for these types of IOCs.

EvidenceDetails A structure with evidence for why Recorded
Future assigns the risk. It is a structure
encoded in JSON.

Mitre A structure with the MITRE ATT&CK codes
associated with the IOC. It is a structure
encoded in JSON.

10.6. Disabling Automatic Correlation Searches
Our app includes a powerful correlation search feature that performs automatic searches every 3
minutes. This ensures that relevant correlations are identified and surfaced in real time. By
default, this automatic search runs to continuously monitor your data and provide timely insights.

However, for customers utilizing Splunk’s Workload Pricing model, frequent searches may incur
unnecessary resource usage. To address this, we’ve introduced an option to disable automatic
correlation searches and run them on demand.

By disabling the automatic correlation feature, you can prevent correlation searches from running
every 3 minutes. Instead, you can execute these searches manually when you need them, directly
from the correlation dashboard.

When you visit the Correlations dashboard, you can:

• Specify correlation rules you want to apply.

• Set a custom time range for the data analysis.

This option allows you to take full control over when and how searches are executed, ensuring
that you optimize your resource usage based on your operational needs.
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10.6.1. Disabling Correlation feature

1. Navigate to Configuration > Settings

2. Select Features section on the left menu

3. Press [ Enabled ] button next to Correlations, this will make the feature Disabled

With this feature, you have the flexibility to manage your searches based on your specific
requirements while minimizing unnecessary resource consumption in environments with
compute-based pricing.
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Chapter 11. Enrichment Dashboards
An enrichment dashboards shows Recorded Future intelligence on an IOC. The displayed
elements vary based on the IOC type and available information.

The Enrichment Dashboards can include the following panels:

• Summary: provides a brief overview of the entity, including the number of references,
criticality, Risk Score, linked Mitre ATT&CK Codes, and dates of the first and last reference.

• Threat Research Insikt Group: displays Analyst Notes related to the IOC.

• Triggered Risk Rules: shows an entities triggered Risk Rules, sorted by severity.

• Total Reference Count: graphically represents the timestamps of references related to the
entity.

• References: two tables that display the first reference and the most recent references.

• IOC-specific Panels: additional elements specific to certain entity types, including GEOIP
and CIDR details for IP addresses, information on other Risk Lists that contain an IP address
or domain, NVD summary for vulnerabilities, affected versions for vulnerabilities, and links to
documents containing more information about vulnerabilities.

• Infrastructure Detections: shows past detections of an IOC within your organisation’s
infrastructure, based on information from applications connected to Collective Insights. To use
this panel activate Collective Insights.


Click activate Collective Insights to open the Collective Insights Settings
page

11.1. Technical Information
When you enrich an IOC, the Enrichment Dashboard fetches IOC information via a custom REST
handler that makes a call to Recorded Future’s API.

11.2. rfenrich
This command enriches events based on the specified entity type and field name using Recorded
Future intelligence. The command adds 2 new fields to the events: rf_risk and rf_rules. The
supported entity types are: ip, domain, hash, url, and vulnerability. You should specify only one
entity type per command invocation.

 The command processes a maximum of 10,000 events per invocation.

11.2.1. Usage

This example enriches events based on IP addresses.

    ... | rfenrich ip=src_ip
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Chapter 12. Sigma Rules
Sigma rules are a YAML-based signature standard created to detect malicious behaviour. While
typical indicators are static and easy for an adversary to change, behavioural indicators are much
stronger and therefore carry higher confidence when it comes to detection.

The Recorded Future Insikt group creates Sigma rules for detection as part of their malware
analysis, and these rules will now be distributed directly into the Splunk integration as of version
2.1. When enabled they will carry out searches in your Splunk environment looking for events that
match the behaviour defined in the Insikt Sigma rules.

Unsupported badge on the sigma rule indicates that the rule is no longer served by the API. The
unsupported rule is not automatically removed from the list because it has been configured before
by the customer.

12.1. Setup
To configure Sigma rule detection please navigate to the Sigma Rule configuration page via
Configuration > Sigma Rules, this brings up a list of available Sigma rules. Clicking Configure
on any of the listed rules presents a popup menu. To the left in the popup is the search query,
derived from the Sigma rule, and to the left is an event mapper. The event mapper allows for
customization of the query using the fields available in any given index.

To activate a rule, please select an index on which you wish to enable detection. The app will
populate the event mapper with recent fields from this index. Clicking Activate rule enables the
rule as is, and detections will be presented in the Detections tab or in the Alert Center.
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Clicking on any given rule allows for editing of detection query and ad-hoc search. Sigma
detection for any given rule can be disabled by toggling the green toggle to the left.

The search query can be customized by either using the event mapper or by toggling the Edit
search query toggle. This toggle unlocks the text box, allowing for direct modification of the
search query. Be mindful when making direct changes, as errors can either introduce false
positives or cause detection to fail.



The Sigma setup pages use a sampled SPL query to populate the event
mapper with available fields in order to improve performance. As a
consequence, fields from rare events might not be listed. Under circumstances
where a field does not appear, consider using the Edit search query option.

A more reliable customization approach is to use the event mapper. The event mapper is a
convenient way to customize the search query, without the risk of negatively affecting the
detection query. In order to use the event mapper, first select an index as previously described.
Then find the field you wish to substitute in the column to the right, titled Event Field. In the
dropdown adjacent to this select the field you wish to use instead. Upon selecting the field you
wish to use the query and UI will be updated to reflect this change.

The Sigma detection cache is pruned after 100,000 entries, and entries older than one year are
removed. The settings regarding pruning can be modified in the recordedfuture_settings.conf file.
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Chapter 13. Sigma Detections
Based on the activated Sigma Rules detections are generated. These detections will contain
information gathered from the machine.
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Chapter 14. Splunk Enterprise Security
Integration
The Recorded Future integration with Splunk Enterprise Security (ES) provides Splunk ES
correlations with Recorded Future Risk Lists. Indicators are managed by Splunk’s Threat
Intelligence framework. Any correlation made generates both Finding (Notable) and Intermediary-
Finding (Risk) events.

The integration offers several Adaptive Response actions:

• Recorded Future Threat Hunt

- Fetch linked indicators from any field in a Notable event and perform a one-time search.
Results are written as a Finding (Notable Event) or Intermittent-Finding (Risk event)

• Recorded Future Enrichment

- Performs an API enrichment of any field in a finding (notable); results are returned as a
new finding (notable event).

14.1. Install


• The Recorded Future app and Splunk Enterprise Security (ES) must be

installed on the same search head.

• The app automatically detects if Splunk ES is installed.

Activate the Recorded Future Integration with Splunk ES.

1. Open the Recorded Future Splunk app

2. In the top-level menu, click Configuration › App Settings.

3. In the section Splunk Enterprise Security (ES) Integration, check Use Recorded Future’s
integration with Splunk ES.

4. Done.

14.2. Configure Enterprise Security Correlations
Correlations for Enterprise Security relies on the TI framework to handle data ingestion and
production of initial detection. Any threats matched this way will be enriched and then produce a
Finding and/or Intermediary-Finding (Notable event and/or Risk event.)

All correlations by an Enterprise Security correlation rule produce both Notable and Risk events.
A Risk event is always generated unless explicitly disabled, while Notable events are produced
only for indicators with a risk score exceeding a predefined threshold.

These parameters are set during the configuration of a new rule. Disabling Generate Risk
Events will cause the feed to only generate Notable Events.

This is how to configure and enable a new correlation rule for Enterprise Security.
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1. In the Recorded Future App, go to Configuration › Splunk Enterprise Security Feeds.

2. Confirm that you are on the Enterprise Security Correlations tab.

3. Click the button Add Threat Feed

4. Complete the required configuration

5. Click [ Save ] at the bottom of the panel

6. Done

14.2.1. Estimate

Splunk Enterprise Correlation setup allows for the estimation of the daily alert count. This process
may involve downloading unavailable risklists, which could take some time.

14.2.2. Correlations in Splunk ES

Setting up a threat feed, as described above, is the only step required to activate correlations in
ES.

The following Automatic actions occurs for events detected

• Query Threat Activity datamodel for threats

• Enrich any events found with: Recorded Future intelligence and Mitre ATT&CK codes

• Generate a Finding (Notable event)

• Generate a Intermediary-Finding (Risk Event) (if applicable)

Correlations utilise the Risk Framework. The Risk Based framework uses these objects to
automatically group related events. The framework can automatically promote the Intermediary-
Findings (Risk Event) into Findings (Notable events) if a threshold is met.

Technical Information

For each configured threat feed

• Detections (Correlation searches) are saved to savedsearches.conf

• Metadata about selected risk lists are stored in recordedfuture_settings.conf;
responsible for pushing data to TI framework.

• Search frequency: 1/hour

Edit frequency in Splunk ES › Content Management

Setup Risk Factors

Edit Risk Factors in Splunk ES by going to Configure ¬ Risk Factor Editor. Risk Factors are
conditional logic that affects the risk score of Findings.

14.3. Configure TI framework ingestion
The application can be configured to ingest indicators in the ES TI framework. Adding an
ingestion rule on this page will simply populate the TI framework KV stores with indicators.
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1. In the Recorded Future App, go to Configuration › Splunk Enterprise Security Feeds.

2. Navigate to the Adaptive Response tab.

3. Click the button Add Threat Feed

4. Complete the required configuration

5. Click [ Save ] at the bottom of the panel

6. Done, data will be ingested into the TI framework.

These are the TI framework KV stores where data is ingested:

IoC category KV store

ip ip_intel

hash file_intel

domain ip_intel

url http_intel

Configure Incident Review table
Please proceed with the following steps to display Recorded Future risk rule data in the Incident
Review table of ES.

1. In ES, Go to Incident Management › Incident Review Settings.

2. Under Incident Review - Event Attributes click Add new entry. Add the following Label and
Field Combinations:

Field Label

rf_a_risk RF Risk Score

rf_b_rules RF Triggered Rules

rf_evidence_critical RF Very Malicious Evidence

rf_evidence_malicious RF Malicious Evidence

rf_evidence_suspicious RF Suspicious Evidence

rf_evidence_unusual RF Unusual Evidence

14.4. Create Notables for Ingested Alerts

14.4.1. Ingestion

After enabling the rule on the Alerting Rules page, you automatically start ingestion for this rule.
The saved search with name Recorded Future - Ingest Alerts runs every 10 minutes. It
retrieves the enabled rules and writes newly created alerts to the corresponding KV store
collection:
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• alert_ingested - for Classic Alerts

• playbook_alert_ingested - for Playbook Alerts

The application does not automatically set an initial time period for the first ingestion. This means
that the ingestion will begin only after the associated rule is enabled for ingestion.

By default, ingested alerts are retained in the KV store collection for up to 365 days or 10,000
records, whichever limit is reached first. You can modify these retention settings:

• Navigate to Configuration › Settings › Features to adjust the retention period and record
limits.

14.4.2. Setup (ES - 8.0+)

For older version of ES see Setup pre ES - 8.0

We will set up the creation of Findings (Notable Events) based on the new records in the
corresponding collection.

1. Open "Enterprise Security" application
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2. Go to Security Content › Content Management
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3. Press [ Create New Content ] and select [ Detection ]

4. Select Event-based detection

5. Make sure that Finding is the selected output type.
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6. In 2 › Event-based Detection, set the Detection name (e.g. "New Ingested Classic Alerts")
and set the Detection description.

7. In 2 › Event-based Detection, set the Detection search (assuming we want to run the
detection every 6 hours):

- Classic Alerts

| inputlookup alert_ingested
| eval new_record = if(_time > relative_time(now(), "-6h@h"), 1, 0)
| search new_record=1

- Playbook Alerts

| inputlookup playbook_alert_ingested
| eval new_record = if(_time > relative_time(now(), "-6h@h"), 1, 0)
| eval id = _key
| search new_record=1

8. Go to 3 › Analyst queue

9. Set the Title and Description for new Findings, optionally set other fields. Example Title for
Classic Alert:

New Alert Finding for $rule.name$


You can use fields of the alerts collection lookup, as defined in
transforms.conf file, surrounded by dollar signs as in the example above.

10. In Drill-down Dashboards select the [ + Add Drill-down Dashboard ]

11. In the dropdown list in Dashboard select the appropriate alerts dashboard:

- TA-recordedfuture/rfes_alerts_list_v2 - for Classic Alerts

- TA-recordedfuture/playbook_alerts - for Playbook Alerts
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12. Set the Name (e.g. "Alert details")

13. Press [ Edit Tokens ] and in the modal window press [ + Drill-Down Token ]

14. Set Token Name as deeplink and set Token Value to $id$.

15. Press [ Save ] on the modal window.

16. Go to 4 › Assign risk, ES 8.0.2 forces you to configure this block to save the configuration.
Since this detection is finding based these values will not have impact. Suggested values:

17. Set Risk message to "Recorded Future Alert"

18. Set Entity to "id"; this will group risk on the alert ID.

19. Set Entity Type to "other"

20. Go to 6 › Cron Schedule and set the desired schedule for this search, in our case it is every
6 hours:

* */6 * * *

21. Go to 7 › Conditions and pick [ For each result ].
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22. Press [ Save ].

Now you have set up the creation of Notable Events for ingested alerts. After the detection runs,
you should see the Notables on the Incident Review page of the Enterprise Security application.

14.4.3. Setup pre ES - 8.0

We will set up the creation of Notable Events based on the new records in the corresponding
collection.

1. Open "Enterprise Security" application
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2. Go to Configure › Content › Content Management
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3. Press [ Create New Content ] and select [ Correlation Search ]
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4. Set the Search Name (e.g. "New Ingested Classic Alerts") and optionally set the
Description.

5. Set the Search (assuming we want to run the correlation search every 6 hours):

- Classic Alerts

| inputlookup alert_ingested
| eval new_record = if(_time > relative_time(now(), "-6h@h"), 1, 0)
| search new_record=1
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- Playbook Alerts

| inputlookup playbook_alert_ingested
| eval new_record = if(_time > relative_time(now(), "-6h@h"), 1, 0)
| eval id = _key
| search new_record=1

6. Go to Time Range › Cron Schedule and set the desired schedule for this search, in our case
it is every 6 hours:

* */6 * * *

7. Go to Trigger Conditions › Trigger and pick [ For each result ].

8. In Adaptive Response Actions select [ + Add New Response Action ] and pick Notable.

9. Set the Title for new Notable Events (example for Classic Alert):

New Alert Notable for $rule.name$


You can use fields of the alerts defined in transforms.conf file surrounded
by dollar signs as in the example above.

10. Optionally set the Description and other fields.

11. In Drill-down Dashboards select the [ + Add Drill-down Dashboard ]
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12. In the dropdown list in Dashboard select the appropriate alerts dashboard:

- TA-recordedfuture/rfes_alerts_list_v2 - for Classic Alerts

- TA-recordedfuture/playbook_alerts - for Playbook Alerts

13. Set the Name (e.g. "Alert details")

14. Press [ Edit Tokens ] and in the modal window press [ + Drill-Down Token ]

15. Set Token Name as deeplink and set Token Value to $id$.

16. Press [ Save ] on the modal window.

17. Press [ Save ].

Now you have set up the creation of Notable Events for ingested alerts. After the correlation
search runs, you should see the Notables on the Incident Review page of the Enterprise
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Security application.

14.4.4. Accelerated Data Model Correlations


"Splunk Enterprise Security Correlation" correlations have been marked for
deprecation in 2.7.0. Correlations of this type will be converted to the broader
"Data Model" type as part of a future release as this feature is removed.

Correlations of events from Accelerated Data Models is a high performance correlation. The data
model used will depend on what entity type is correlated on. Furthermore, the correlations are
currently limited in scope to one given field in the data model. This differs from the threat
matching searches performed by Splunk ES which use multiple fields and data models.

IOC type Data Model Correlating on field

ip Network_Traffic.All_Traffic dest

domain Network_Resolution.DNS dns.query

hash Malware.Malware_Attack Malware_Attacks.file_hash

url Web Web.url

To use this form of correlation, the events must be available from Accelerated Data Models (which
can be configured in Splunk). The output is a Saved Search and a dashboard in the application.

In Splunk Enterprise Security, Recorded Future recommends that the events from each
Scheduled Detection (Correlation search) are promoted to "Findings" ("Notable Events"). This is
described in the Configuration of the app for Splunk Enterprise.

14.4.5. How to configure

Using the Correlation Configuration panel, complete the following steps to setup a Correlation
Use Case:

1. Go to Configuration › Correlations

2. Click New Correlation › Add Splunk Enterprise Security Correlation

14. Splunk Enterprise Security Integration



3. Add a title for the Correlation:

- Title: This is the name of the Correlation View that will be created. The view will be

available via a dropdown in the Alert Center › Correlations menu.

- IOC: This is the type of IOC that will be correlated. Currently this can be an IP, domain,
hash, vulnerability or URL.

- The Saved Search will be created that drives the Correlation view. This search can also
be used outside of the view or to be run from a schedule with the option of creating alerts
when suspicious events are found.

4. Select a Correlation Use Case. Hover over the line of a Correlation Use Case to show more
details.

5. Click [ Save ]
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Once the Correlation Use Case is saved, the following is done:
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• The app is configured to fetch the Risk List associated with the Use Case. After the initial
download, the Risk List will be kept in sync with the Recorded Future API.

• A Saved Search is created. This is named as the ID that was automatically generated for the
correlation. You can see the generated ID when you press Edit button on the corresponding
correlation. The search can be run from search using this command: | savedsearch
correlation:correlation_id

• A Correlation View is created.

• The menu is updated to reflect the new Correlation view.
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Chapter 15. Adaptive Response Actions
This section lists all adaptive response actions provided in the Recorded Future app.

Ad-hoc invocations of Adaptive Response are possible, for example, via the Incident Review
dashboard. Invoking the AR ad-hoc requires a Splunk account with list_storage_passwords
capability.

All provided adaptive response actions provide ad-hoc functionality.

15.1. Recorded Future Collective Insights
The Collective Insights adaptive response action allows you to contribute any Findings (Notable
Events) to Collective Insights. The parameters in the setup of the action accepts field or free-text
strings. The order of priority if field then, if there is no matching field in the Finding (Notable
event), the string will be used.

Any findings will be sent either in batch, or one by one. This is controlled by the Create option in
Trigger condition setup of the detection (correlation search). Once will send all findings as
batch, while For each result will send each finding individually.

15.2. Recorded Future Enrichment
The enrichment adaptive response action can be used to enrich any notable with Recorded
Future threat intelligence.

This is done by querying the Recorded Future API for each indicator detected by a finding. Any
results found will create a new Finding (Notable event)

Adaptive Response Title Prefix option

When using Adaptive Response action a new Finding (Notable) is created in ES that is enriched
with Recorded Future risk rules. By default, this new notable is created with the title "Threat
Activity Enriched (IOC)". The title prefix options allow users to customize this naming scheme.

Any value entered into the "Title Prefix" option box will replace the "Threat Activity Enriched"
string in the produced Notable Event.

15.3. Recorded Future Threat Hunt


Running the Adaptive Response as an automatic action may cause a
significant load on the Splunk system. Each IOC detection will trigger a new
Splunk search for linked IOCs.

The Adaptive Response action searches for IOCs linked to an indicator present in any Finding
(Notable Event). The searches are based on intelligence provided by Recorded Future’s
Technical Links. The AR contains several parameters to control the threat hunt. These are:
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• Entity field: field of the finding on which to perform links lookup.

• Entity category: The category of indicator, 'auto' is selected on default, please specify if you
encounter issues.

• Index: comma-separated list of indexes to search, e.g. "main,firewall,edr". No spaces.

• Earliest: how far back the search will look; uses splunk time format.

The Links Adaptive Response (Links AR) action can be used ad-hoc or in conjunction with a
Detection (Correlation search) to perform automatic threat hunting based on the results of a
correlation search, such as Recorded Future’s RBA correlations. Any results are presented as
new Findings.
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Chapter 16. Collective Insights
The Recorded Future Collective Insights provides complete Intelligence coverage across
adversaries, their infrastructure, and the organizations they target, so business and security
leaders can take action quickly and confidently. Organizations tap into the Collective Insights,
forming a network that creates more value for everyone as the community grows.

This version of our app enables sharing of correlations and sigma rule detections back into the
intelligence cloud to further improve the quality of our intelligence. The data we store is encrypted
by individual enterprise keys and stored separate. This feature can be disabled by going to

Configuration › Recorded Future Intelligence Cloud Settings. If sharing is enabled, we write
back the following information whenever a new correlation is found or a sigma rule detection is
made:

• Correlations (ES and Enterprise):

- The indicator triggering the correlation

- The type of log source that the correlation rule was configured with

- The event field that the correlation rule was configured with

- The name and id of the use case that the correlation rule was configured with

- Action of the correlated event, if available.

- Timestamp of the correlated event, if available.

• Sigma Rule Detections:

- The type of log source that the sigma detection was found in

- The name of the use case that the sigma detection rule is configured with

- Action of the correlated event, if available.

- Timestamp of the correlated event, if available.

• Matches in the Splunk ES TI framework data model (ES only):

- The indicator triggering the match (threat_match_value)

- The type of log source from the correlated event(orig_sourcetype)

- The event field of the correlated event(threat_match_field)

- The id of the TI feed of the correlated event (threat_key)

• Recorded Future Threat Hunt:

- The indicators found by threat hunt search

- The indicator/malware which was the starting point of the threat hunt

- The type of log source of any events found by the search

- The event field of any events found by the search

- The id of the TI feed of the correlated event

- Action of the correlated event, if available.

- Timestamp of the correlated event, if available.
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16.1. Limit Detection Sharing for Organisations
within a Multi-org Enterprise

 This setting applies to Recorded Future accounts with multi-org enabled.

By default, all organizations within a multi-org that are accessible from the Recorded Future
integration for Splunk will share Collective Insight detections with each other.

To prevent detection sharing with other organizations, follow the steps below.

1. Contact Recorded Future support to obtain organisation IDs

2. Open Splunk Enterprise.

3. Add configuration that adds rf_multiorg_org=<org-id> to any event or source where sharing
should be limited to a specific organization. This can be done in various ways, ex as a
Calculated field (Settings¬Fields¬Calculated Fields).

4. Done
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Chapter 17. Features Settings
This page contains settings for different features of the Recorded Future App for Splunk.
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Chapter 18. Custom Search Commands
Recorded Future app provides custom search commands that extend SPL to serve customer’s
specific needs.

18.1. rfenrich
This command enriches events based on the specified entity type and field name using Recorded
Future intelligence. The command adds 2 new fields to the events: rf_risk and rf_rules. The
supported entity types are: ip, domain, hash, url, and vulnerability. You should specify only one
entity type per command invocation.

 The command processes a maximum of 10,000 events per invocation.

18.1.1. Usage

This example enriches events based on IP addresses.

    ... | rfenrich ip=src_ip

18. Custom Search Commands



Chapter 19. Troubleshoot
The issues involving the Recorded Future for Splunk can be divided into two categories; reports
and logs.

All items related to troubleshooting can be found in the Troubleshooting tab on the Settings page.

To ease troubleshooting, the app contains one report for each type:

19.1. Reports

19.1.1. Validate App Deployment

Run the report "Validate App Deployment" when the Recorded Future for Splunk has been
deployed and configured or as an initial step during troubleshooting. The built-in validator
performs several tests and collects troubleshooting information. "Ok" and "NA" indicate that the
app’s connectivity setup is working. Investigate other codes, such as "Warning" or "Error". This

can also be accessed on the Validation dashboard (Configuration › Settings › Troubleshooting

› Open Validation Dashboard).

19.1.2. All logs from the app

The report "All logs from the app" lists all the events created by the app. You can adjust the log

level on the Configuration › Settings › Troubleshooting page. The default is INFO. Setting the
log level to DEBUG may ease troubleshooting.

A good starting place is to look for errors (log level ERROR). The report can be opened in the
search view: select Open in Search via the [ Edit ] button.

19.2. Logs
The logs generated by the Recorded Future app are located in the default Splunk log directory
$SPLUNK_HOME/var/log/splunk and will be written to the following file:

• ta_recordedfuture_rest.log

The information contained in the log files can be viewed either in the Splunk GUI or as files on the
Splunk server.

19.2.1. Search queries

Search app logs

index=_* sourcetype="tarecordedfuture:app:log"

Search logs from Adaptive Response actions (Splunk ES)
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tag=modaction "[RF Adaptive]"

Search for app references in Splunk logs

index=_* sourcetype=splunkd recordedfuture

19.3. Report Issue
When reporting an issue to Recorded Future, the following steps help us analyze and solve the
issue:

1. Write a brief summary of the issue.

- what is or is not happening?

- Is it happening all the time, is it intermittent or limited to a subset of entities?

2. Please include screenshots of the developer console to show any javascript errors that may
have been triggered.

3. Increase the log level to DEBUG.

4. Trigger the issue.

5. Note the date and time the issue was triggered. Make sure to include this in the report to
Recorded Future.

6. Download the troubleshooting package and include that in the information to send to us.

7. Reset the log level.

19.4. Troubleshooting Package


Exporting the package might take some time due to the inclusion of app log
data. Please be patient after clicking the download button.

The "troubleshooting package" is a .zip archive that can be downloaded from
menu:Configuration[Settings > Troubleshooting. The package contains the following information:

• Application logs

• "Validation" report results

• "Last updated risklist" report results

• Mentions of the application in internal splunk logs

• KV store utilization

• alert_actions.conf

• app.conf

• recordedfuture_settings.conf
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• savedsearches.conf

• transforms.conf
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Chapter 20. Further Help
The Recorded Future App for Splunk is developed by Recorded Future.

You find further information and support on our support site: support.recordedfuture.com
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Technical documentation
The following sections contain technical details and API documentation for parts of the
application.



Chapter 21. Server-side dashboard
generation
The application contains a number of dashboards that are generated server-side and then sent to
the application. Modifications directly to these dashboards will be overwritten.

• Alert Center › Correlation (rfes_correlation_cached)

• Enrichment › Domain Enrichment (rfes_enrich_domain)

• Enrichment › Vulnerability Enrichment (rfes_enrich_vulnerability)

• Enrichment › URL Enrichment (rfes_enrich_url)

• Enrichment › Malware Enrichment (rfes_enrich_malware)

• Enrichment › IP Enrichment (rfes_enrich_dip)

• Enrichment › Hash Enrichment (rfes_enrich_hash)

• Threat Hunts (rfes_threathunt_dashboard)

• Search › Recorded Future Search (rfes_search_pivot)

• Data › Recorded Future for Splunk Overview Page (rfes_landing_page)

• Configuration › Correlation (correlations_list)

• Configuration › New Correlation (rfes_correlation_edit_reg)

• Configuration › New Data Model Correlation (rfes_correlation_edit_model)

• Configuration › New Threat Feed (ti_framework_edit)

Any other dashboard or searches found in the app are client side and can be freely modified
without having to worry that changes will be overwritten.

If local modifications are desired, then create a copy in the apps /local/data/view directory. This
copy will be a snapshot of the dashboard at the time of copy. Note that the dashboards will not be
updated automatically, and any improvements made after will need to be manually copied over.
Removing the dashboard from local/data/view removes the snapshot and the app once more
use the latest available dashboard from the API.
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Chapter 22. Customization of
savedsearches
The app comes delivered with a lot of savedsearches. These searches are stored in
/defaul/savedsearches.conf. Any changes made directly to the /default/savedsearches.conf is at
risk of being overwritten when the app is updated.

Modifying a savedsearch in the splunk UI creates an override in local/savedsearches.conf.
Overrides are persistent over upgrades.

If you wish to modify a savedsearch in .conf file directly, create an override by adding a new
stanza in local/savedsearches.conf. The name of the stanza must match that found in defaults.
Proceed to add any properties to the stanza that you wish to override.
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Chapter 23. Threat Hunting API

23.1. Threat hunt profiles
Profiles are stored in a collection, and can be accessed via the threathunt_profile lookup and
contains all details needed to initiate future hunts. Each profile requires the following information:

• name: cleartext name that identifies the hunt

• target: target being hunted on, must match Recorded Future portal name.

• target_type: type of hunt, currently only malware is supported

• iocs: list of links types to hunt on, possible values:
["domain","ip","hash","url","vulnerability"]

• lookup_period_seconds: how far back to hunt in seconds.

• indexes_sourcetypes_event_fields_map: json object used to map links to specific fields or
sourcetypes. Example: {"index1": {"sourcetype1": ["field1"], "sourcetype2":
["field2"]} will produce a search index=index1 (sourcetype=sourcetype1 AND
(field1=IOC)) OR (sourcetype=sourcetype2 AND (field2=IOC))

• config_type: guided

• is_scheduled: true/false, specifying if the hunt is scheduled.

• schedule: configuration for scheduling the threat hunt. Examples: {"type": "daily",
"at_hour": 23, "at_minute": 0}, {"type": "weekly", "at_hour": 23, "at_minute": 0,
"on_days": [1, 7]}, {"type": "monthly", "at_hour": 23, "at_minute": 0, "on_day": 1}.

23.1.1. Create profile


Creating a profile only saves a threat hunt on that profile. If you want to also
start the hunt automatically, you need to pass save_and_run query parameter
with value set to true.

POST the following payload to services/TA-
recordedfuture/create_threat_hunt_config?save_and_run=true to create and start a threat
hunt.

{
  "name":"Threat Hunt 1",
  "target":"Cobalt Strike",
  "target_type":"malware",
  "iocs":["domain","ip",
  "hash","url","vulnerability"],
  "config_type":"guided",
  "lookup_period_seconds":7776000,
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"indexes_sourcetypes_event_fields_map":{"main":{"netscreen:firewall":["dest"],
"squid:access":["url"]}},
  "is_scheduled": "false",
  "schedule": {}
}

Example curl:

curl -X POST 'https://127.0.0.1:8089/services/TA-
recordedfuture/create_threat_hunt_config?save_and_run=true&output_mode=json' \
  -d '{"name":"Threat Hunt 1","target":"Cobalt
Strike","target_type":"malware","iocs":["domain","ip","hash","url","vulnerabil
ity"],"config_type":"guided","lookup_period_seconds":7776000,"indexes_sourcety
pes_event_fields_map":{"main":{"netscreen:firewall":["dest"],"squid:access":["
url"]}}}' \

Response:

• 200 - OK

• 400 - Missing parameter

200 response contains profile_key and threat hunt run_key.

{"links":{},
"entry":
  {
    "content":"Threat Hunt successfully started",
    "sid":"1697017815.315",
    "profile_key":"f208713f7fdd4d1e86eb8a8de3c462bc",
    "run_key":"a7b6d18faaf34358b043fa36648612c6"
  }
}

23.1.2. Delete profile

POST the following payload to services/TA-recordedfuture/delete_threat_hunt_config to
delete a threat hunt.

{
  "profile_key":"f208713f7fdd4d1e86eb8a8de3c462bc"
}
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Example curl:

curl -X POST 'https://127.0.0.1:8089/services/TA-
recordedfuture/delete_threat_hunt_config?output_mode=json' \
  -d '{"profile_key":"f208713f7fdd4d1e86eb8a8de3c462bc"}' \

Response: * 200 - OK * 400 - Missing parameter

23.2. Threat hunt runs
Threat hunt runs are initiated threat hunts. Runs are stored in a collection, and may be accessed
via the threathunt_run lookup. Runs can be initiated based on a profile, or stopped with a
run_key.

Results are stored in a collection, and may be accessed via the threathunt_result lookup.

23.2.1. Start threat hunt

GET services/TA-recordedfuture/run_threat_hunt?profile_key=<profile_key> to start a
threat hunt, where profile_key belongs to an existing profile.

Example curl:

curl -X GET 'https://127.0.0.1:8089/services/TA-
recordedfuture/run_threat_hunt?profile_key=b7613b6abba94981b507e8366e977617&ou
tput_mode=json' \

Response:

• 200 - OK, response includes SID (Splunk ID) of primary threat hunt search.

• 400 - Missing parameter

• 500 - Unknown exception

23.2.2. Stop threat hunt

GET services/TA-recordedfuture/stop_threat_hunt?run_key=<run_key>, run_keys can
currently only be found by reading the threathunt_run collection.

Example curl:

23. Threat Hunting API



curl 'https://127.0.0.1:8089/services/TA-
recordedfuture/stop_threat_hunt?run_key=e0d416d435cf4b0084b3e7ca48689a6d&outpu
t_mode=json' \

Response:

• 200 - OK

• 400 - Missing parameter :experimental: :icons: font :img_location: img :last-update-label!:
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Chapter 24. Change Log
All notable changes to the Recorded Future for Splunk will be documented in this file.

24.1. [2.8.0] (2025-04-02)

24.1.1. Improvements

• Deeplink functionality for Recorded Future Alerts, Playbook Alerts, and Sigma Detections
pages.

• Including multiorg owner-organization in the PBA redirect link for correct viewing in the portal.

• Added ASI feature including dashboards and settings page.

• Changed savedsearch name from "Recorded Future - Check Asynchronous Jobs" to
"Recorded Future - Threat Hunt Result Collector" to resolve ambiguity.

• Support for Splunk ES 9.4.

• New enrichment command rfenrich to enrich events in a search.

• Enriching Vulnerabilities now contains CSSVv3 and CSSVv4

• Introducing Adaptive Response Action to contribute Findings to Collective Insights.

• New home page replacing Alert Center as the default page when starting the app.

• Now FIPS compliant and can be run in a FIPS environment.

• Improvements to playbook alerts

• New tab for Settings page "Troubleshooting" allowing you to easily export logs and settings to
send to support for further investigation.

24.1.2. Changes

• Moved Troubleshooting page from Configuration menu into Configuration › Settings ›
Troubleshooting.

24.1.3. Bug Fixes

• Fix an issue with RBA feeds where the risk threshold was set to 0 after upgrading from v2.6.x.

• Fix displaying of invoked Adaptive Response Actions in Mission Control.

• IMPORTANT. If you are using Sigma rules you are strongly encouraged to update to 2.8 or
forthcoming 2.7.3. There was a bug where if the corresponding SPL for a sigma rule was
broken, other sigma rule searches would not run correctly. All Sigma rules searches now run
separately and when saving we validate that the SPL is valid, ie can run without issues. To
check whether you are affected by this bug update to the latest version and look for the
following error "Sigma search got 400 error investigate".

We have identified three problematic sigma rules, if you use any of these you are definitely
affected.
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• doc:v-9-ef - Insikt Validated TTP: Detecting NovaSentinel Using Sigma

• doc:1sioHH - Sigma Rule: Drive Overwriting with "cipher" Command

• doc:2uXk09 - Sigma Rule: Detecting Scheduled Tasks Named "Windows Update ALPHV",
Used by Various Ransomware Families

We encourage you to disable these for the time being.

Once upgraded, if you have custom SPL in the sigma rules we encourage you to edit these rules
and click save again, as this will validate that the SPL is indeed valid. If the SPL is invalid you will
get an error and won’t be able to save the rule.

24.2. [2.7.2] (2025-03-05)

24.2.1. Improvements

• Dynamic base url in javascript allowing for on-premise installations to have custom url paths.

24.2.2. Bug fixes

• Fix Technical Links occasionally not showing up for certain malware.

• Fix an upgrade issue when you’re using an old 2.x version of the Recorded Future app.

24.3. [2.7.1] (2025-02-05)

24.3.1. Improvements

• Add support for Splunk ES 8.0

• Add support for Splunk Enterprise 9.4

24.3.2. Bug Fixes

• btool errors for sigma rules

• Error with "search preview"

24.4. [2.7.0] (2025-01-08)

24.4.1. Improvements

• Adding the option to pivot from the Threat Hunt result page to the Search itself via '…' menu.
A "Search and Export" button is now available there.

• Adding "Description" and "Timestamp" to third-party collective insights call.

• Multiple indexes are now available to be selected for sigma rules.

• Including multiorg owner-organization in the PBA redirect link for correct viewing in the portal.

• Removing jQuery from our code. jQuery is still in use for Splunk provided components where
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Splunk is responsible for updates.

• Change format for Mitre ATT&K Techniques on Sigma rules page to include the name of the
technique.

• Renaming modules to better reflect what they do.

• Risk Based alerting has been renamed to Enterprise Security Correlations

• Adaptive response has been renamed to TI Framework Ingestion.

• Indexing of playbook alerts in KVstore

• Enrichment page now contains an AI summary

• Better UX for starting Threat hunts in both threat map and threat table.

• Threat hunting with threat actors in addition to hunting with malware.

• Data Model is now an option for configuring Threat Hunts

• Improved when a hunt is failing

• The command | rest /services/TA-
recordedfuture/migrate_remove_threat_intel_entries will clean out all old threat intel data
from Recorded Future.

24.4.2. Bug fixes

• Fix high runtimes for correlations in 2.6

• Change hashing function so that the Recorded Future app works in FIPS environment.

• Fixing the issue of old entries in the TI framework kvstores are left behind by reverting to a
CSV solution for the TI framework.

24.5. [2.6.3] (2025-02-05)

24.5.1. Improvement

• Support for Splunk ES 8.0

• Support for Splunk Enterprise 9.4

24.5.2. Bug fixes

• Fix UI regression affecting Threat Hunt view when upgrading to Splunk 9.4.

• Revert Threat Intelligence Framework usage of kvstore; now using CSV as a ingestion.

24.6. [2.6.2] (2024-12-16)

24.6.1. Bug fixes

• Fix an issue where searches exceeded the search concurrency limit of historical searches.
This affected the migration handler preventing us to run migrations needed when upgrading
from one version to another.
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24.6.2. Improvement

• Add the following rest command, making it accessible to easily update a conf file. | rest
/services/TA-recordedfuture/write_conf_file filename=recordedfuture_settings
stanza=conf_version data="{\"fail_counter\": 0}"

24.7. [2.6.1] (2024-11-26)

24.7.1. Bug fixes

• Risklist are now stored in .csv’s again following abnormal increase in correlation_search
runtime.

• Fixing a broken link on the settings page.

24.7.2. Improvements

• Changes to "Weekly Active User" metrics.

24.8. [2.6.0] (2024-10-07)

24.8.1. Improvements

• Risklist are now stored in KV store rather than .csv

• Optional KV store ingestion of Alerts.

• Optional KV store ingestion of Playbook Alerts.

• Threat Hunt Scheduling capability.

• Ability to disable continuous cached correlation searches in UI.

• Correlation dashboard "live mode" that runs correlation on dashboard visits when caching of
correlation searches is disabled.

• Display v3 alerts on Recorded Future Alerts page.

• Collective insights storing event time rather than detection time.

• Collective insight will start recording "actions" seen in relation to a detection, i.e. firewall
allowed/blocked for a firewall based correlation.

• Consolidation of adaptive response and app logfile. Errors and Warnings are still listed on the
troubleshooting view.

24.8.2. UI improvements

• Configure threat hunt directly from Threat Map.

• New UI for settings page.
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24.9. [2.5.1] (2024-09-04)

24.9.1. Bug Fixes

• Adding quotes to mitigate the space in field used in default correlations.

• Splunk 9.3 issue where menu was not displayed correctly after app first-time-setup.

• Change to threat hunt where hunts could run outside specified time scope.

• Fixed an issue with disappearing Link block for enrichment pages.

24.10. [2.5.0] (2024-04-19)

24.10.1. Improvements

• Better Threat Hunt results grouping and representation.

• Fields selected for Datamodel correlations will now automatically be displayed on the
correlation dashboard.

• Added input for custom correlation delay on Datamodel and ES correlation setup page.

• Added nightly search for correlations that picks up events with big indexing delay.

24.10.2. Bug Fixes

• Index-based correlation will now use _index_time instead of _time, removing the risks of
index delay.

24.11. [2.4.3] (2024-09-04)

24.11.1. Bug Fixes

• Adding quotes to mitigate the space in field used in default correlations

• Splunk 9.3 issue where menu was not displayed correctly after app first-time-setup.

• Change to threat hunt where hunts could run outside specified time scope.

• Fixed an issue with disappearing Link block for enrichment pages.

24.12. [2.4.2] (2024-04-24)
• Added input for custom correlation delay on Datamodel and ES correlation setup page.

• Added nightly search for correlations that picks up events with big indexing delay.

24.12.1. Bug Fixes

• Index-based correlation will now use _index_time instead of _time, removing the risks of
index delay.
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24.13. [2.4.1] (2024-03-14)

24.13.1. Bug Fixes

• Removed localop in index search for sigma setup page.

• Renamed deprecated distsearch.conf stanza.

• Added query logic to process an empty response to clear the .csv risklists correlation feed
file.

• Removed stray rename statement from ES correlation searches.

• Fixed Sigma Modal view when update to a rule is received.

• Fixed issue where Playbook Alerts released upon received empty API payload.

24.14. [2.4.1] (2024-03-14)

24.14.1. Bug Fixes

• Removed localop in index search for sigma setup page.

• Renamed deprecated distsearch.conf stanza.

• Added query logic to process an empty response to clear the .csv risklists correlation feed
file.

• Removed stray rename statement from ES correlation searches.

• Fixed Sigma Modal view when update to a rule is received.

• Fixed issue where Playbook Alerts released upon received empty API payload.

24.15. [2.4.0] (2024-02-08)

24.15.1. Improvements

Correlation Dashboard

• Added the ability to select columns to display.

• Added SPL filter option to filter correlations.

Correlation Setup

• Added extra tuning options for correlations.

• Added ability to correlate on any number of fields with one rule.

• Added ability to correlate on multi-value fields with one rule.

• Adding search preview to display the correlation search as it is being constructed.

• Added pivot from setup page to Splunk search app to run and view results of correlation rule
search.
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General

• Configuration page will now automatically refresh after the app has been fully configured.

• Update the URI format for playbook alerts.

• Added earliest_time and latest_time parameters to the sigma savedsearch.

• Added support for "json" format of the response to "/fetch_single_alert" endpoint.

24.15.2. Bug Fixes

• Improved RBA exception handling to prevent naked/empty notables in Incident Review.

• Added more verbose logging for RBA searches.

• Reworked how indexes and sourcetypes were identified, no longer using index=* syntax,
instead a different tstats query.

24.16. [2.3.3] (2024-03-14)

24.16.1. Bug Fixes

• Removed localop in index search for sigma setup page.

• Renamed deprecated distsearch.conf stanza.

• Added query logic to process an empty response to clear the .csv risklists correlation feed
file.

• Fixed Sigma Modal view when update to a rule is received.

• Fixed issue where Playbook Alerts released upon received empty API payload.

24.17. [2.3.2] (2024-01-18)

24.17.1. Bug Fixes

• Improved RBA exception handling to prevent naked/empty notables in Incident Review.

• Added more verbose logging for RBA searches.

• Update %-search query on Correlation setup page to avoid undefined result value.

• Fixing Collective Insights support page link issue.

• Updated url format for the playbook alerts portal redirect.

24.18. [2.3.1] (2023-11-16)

24.18.1. Improvements

• Filtering out special fields from the configuration for the Threat Hunt:

- tag
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- tag::*

- eventtype

24.18.2. Bug fixes

• Fixed error for the hidden Sigma rules that received the update.

• Added splunk_server=local to fix the problem for clustered environments with the next
savedsearches:

- Recorded Future - Send Weekly Active Users statistics

- Recorded Future - Check Asynchronous Jobs

• Fixed the issue with never-ending failed Threat Hunt.

24.19. [2.3.0] (2023-10-13)

24.19.1. General

• "Intelligence Cloud" renamed to "Collective Insights"

• Removed mandatory "ID" field when configuring correlation, it is now auto-generated.

• Added 'Threat Hunt' feature support.

- Added "Threat Hunts" dashboard.

- Added "Threat Hunt Runs" results page.

- Added Malware Threat Map.

24.19.2. Improvements

• The "new" badge disappears after two weeks of the import of the sigma rule.

• Added the ability to perform IP enrichment on CIDR ranges.

• Added improved loading indicators.

• Removed required ID field when setting up a new Correlation/TI Feed/RBA.

• Re-introducing the ability to not verify SSL certificates for on-prem setups. Not applicable for
Cloud.

24.19.3. Bug fixes

• Be able to sort on status in Sigma configuration view.

• Faster loading in correlation view

• Added a missing collection.

• Disabling a savedsearch pending a thorough investigation into reports of performance issues.
Impact: correlation dashboard risk update is disabled until further notice.

• Added purging of deprecated sigma rules.
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24.20. [2.2.2] (2023-09-20)

24.20.1. Bug fixes

• Ensure that the collection recordedfuture_conf is added to collections.conf. The omission
of this entry in collections.conf is an issue for Splunk Cloud.

• Increasing the timeout from 45s to 180s for requests to Recorded Future’s api.

24.21. [2.2.1] (2023-08-18)

24.21.1. Improvements

• Include a new endpoint /services/TA-recordedfuture/get_spl_sigma_rules, to get sigma
rules formatted for spl.

24.21.2. Bug Fixes.

• Fixed an issue where risklists could not be pulled into ES because of a default limit in ES.

• Fixed an issue where Notable events were not generated correct when using a threshold with
RBA.

24.22. [2.2.0] (2023-07-10)

24.22.1. General

• Added support for Playbook Alerts, 2.2 ships with "Domain Abuse". Additional types will be
distributed in the future without any need to upgrade the integration.

- Separate page with Playbook Alerts in the Alert Center section

- Configuration of Playbook Alerts on the same page as Classic Alerts.

- Displaying of total count of alerts on the Overview page.

• Updated RBA feature set

- Added Threshold option to RBA feeds. This option sets a minimum severity for which
notable events are created. Anything below threshold is only created as a risk event.

· RBA feeds from versions 2.1.x will be migrated into an RBA feed which is only
producing Notable events.

- Added optional Estimate; when configuring splunk ES correlations with Risk Based
Alerting this can be used to estimate daily notable event count.

• Splunk ES adaptive response action that performs correlation on related indicators (Links).
Correlations are displayed in ES as notables or ingested as risk events.

• For customers that are sharing data, they also share the recordedfuture_settings.conf, so it
becomes easier to debug.

• The app produces statistics about how many users uses the different endpoints in the app
and forwards those to Recorded Futures API. Only the number of users per endpoint along
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with min/avg/max response times are sent.

24.22.2. Improvements

• Added the ability to contribute to Collective Insight with matches in the TI data model. Please
visit Intelligence cloud configuration page and review settings.

• Updated Intelligence Cloud configuration page.

• UI update on the TIfeed page to accommodate the Risk Based Alerting Threshold Option.

• Notable Events created by our Risk Based Alerting integration now contains the original
event.

• Added multi-org support for Recorded Future alerts. Alerting rules and alerts will now display
which organization owns the alert. Added filtering option on "owner".

• Added support for specifying organization when participating in Collective insight for clients
that are multi-organization clients.

• RBA feeds without threshold now only produce notable events and not risk notables. Risk
handling is left fully to splunk RBA based of events in the risk index. Feeds created before 2.2
will be upgraded accordingly.

24.22.3. Bug Fixes.

• Splunk ES sometimes derives IOC from Recorded Future indicators which have no risk in the
Recorded Future platform. If the occurs a message will be displayed in the notable event.

• Bug with regexp in distsearch.conf that caused risklists to be replicated to indexers in cluster
environments.

• Python2.7 compatibility issue with Adaptive Response Enrichment.

• For new installations, the collections TA_recorded_future_incident_state and
TA_recorded_future_detections have the owner Nobody. If needed, you can change this
manually in Settings > All configurations > Re-assign Knowledge object.

• Resolve an issue where the alert center view may trigger a jsondecode error. As updated
risklists come in, the risk score in correlations and alert center gets updated. Initial risk is kept
in cache in the field initial_risk

• IOCs that no longer exist in downloaded risklists will not show up in the correlation view.
These IOCs will continue to be available in the alert center; but the risk score will be out of
date.

24.22.4. Engineering

• Updated metadata/default.meta file by adding write permissions for sc_admin role which is
an alternative admin role on cloud instances.

• A migration of the following collections correlation_cache_{category}, where category is
either, vulnerability, url, domain, hash or ip. Only 50k of these collections will be migrated by
default. If you require to migrate a larger amount of these collections ensure that larger values
are set for the following entries in limits.conf. This will also ensure that out of date risk
scores is being updated correctly.
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When the migration happen it will normalize the collection_cache_{category}. This means that
only one correlation hit will appear in a single correlation dashboard. So it may appear that
correlations are missing compared to before the upgrade. However, that is not the case,
duplicated correlations have with the correlation been deduplicated.

The following change needs to be added to limits.conf in /etc/system/local/limits.conf. You
may adjust the values according to your system’s need.

[searchresults]
maxresultrows = 10000000

[join]
subsearch_maxout = 10000000

[kvstore]
max_rows_per_query = 1000000

• Risk Based Alerting feeds from 2.1 will be migrated over to 2.2 as pure Notable Events feeds
and will not produce any Risk events. Please recreate these to reintroduce risk event
generation.

• Removed the ability to disable SSL verification of external traffic.

24.22.5. Changes

• Renamed "Configuration" ¬ "Recorded Future Alerts" to "Alerting Rules".

24.23. [2.1.4] (2023-06-07)

24.23.1. Improvements

• Added multiorg support for Recorded Future alerts. Alerting rules and alerts will now display
which organization owns the alert. Added filtering option on "owner".

• Added more in-app documentation

24.23.2. Bug fixes

• Bug with regexp in distsearch.conf that caused risklists to be replicated to indexers in cluster
environments.

• Python2.7 compatibility issue with Adaptive Response Enrichment.

• Bug involving the conversion of Splunk event to JSON

• Increased timeout of a number of calls causing premature timeouts.

• For new installations, the collections TA_recorded_future_incident_state and
TA_recorded_future_detections have the owner Nobody. If needed, you can change this
manually in Settings > All configurations > Re-assign Knowledge object.
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• Resolve an issue where the alert center view may trigger a jsondecode error.

24.24. [2.1.3] (2023-03-20)

24.24.1. Improvements

• Improved performance of Correlation Setup for massive log environments.

• Improved performance of Sigma Setup for massive log environments.

• Added documentation for new "Infrastructure Detections" enrichment panel.

• Improved in-app documentation for Correlation "Search String" option

24.24.2. Bug fixes

• Notifications text sometimes clipped outside its border.

• Subset of in-app correlation risked being missed.

• Risklist sync failure caused correlation setup to fail with an incorrect error message.

24.25. [2.1.2] (2023-02-13)

24.25.1. Improvements

• Ad-hoc invocations of Adaptive Response will now create Notable events.

• Title Prefix option which allows for customization of Notable event title.

• UI improvements for notifications.

• Added a quickstart guide for setting up the app.

• Removed save button in the configuration page.

24.25.2. Bug fixes

• Bug where events containing multi-value fields were incorrectly filtered out from results when
the make_json macro was used.

• Fixed bug where previous correlation view ID were shown in dropdown.

• HTTPS-proxy support disabled for splunk 8 as it lacks support. Please upgrade to Splunk 9 to
get the full HTTPS proxy support.

24.26. [2.1.1] (2022-12-15)

24.26.1. Changes

• Invalid config in app.manifest fixed.
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24.27. [2.1.0] (2022-12-15)

24.27.1. Changes

• Removed the migration tool - migration is only supported between versions 1.x and 2.0.

24.27.2. General

• Added Sigma Rule Detection

• Top navigation menu reworked

• Added Alert Center displaying Sigma Detections and Correlations

• Correlations

- Correlation now works via a cached approach, reducing load times of dashboards

- All correlations available in a new dashboard

• Updated documentation.

• Reworked Recorded Future Alerts

• A new tab "Intelligence Cloud" added to Configuration. An option to either share or not share
any unattributable data for analytical purposes can be made here. The default option is to
share data.

24.27.3. Enterprise Security

• Added integration into the Risk Based Alerting framework

- Notable events enriched directly - duplicate events are not created anymore

- Notables also annotated with Mitre ATT&CK codes

24.28. [2.0.8] (2023-02-01)

24.28.1. Bug fixes

• HTTPS-proxy settings issue occurring for users of Splunk 8. Splunk 8 is using a version of
urllib3 that does not support HTTPS proxies, and will use HTTP regardless of configuration.
Please upgrade to Splunk 9 to get the full HTTPS proxy support.

• Fixed edgecase on migration from 1.1, where a setup without any usecases loaded cause the
migration to fail.

24.29. [2.0.7] (2023-01-17)

24.29.1. Improvements

• Ad-hoc invocations of Adaptive Response will now create Notable events.

• Title Prefix option which allows for customization of Notable event title.
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• Updated UI for Recorded Future Alerting rule page.

24.30. [2.0.6] (2022-12-13)

24.30.1. Bug fixes

• Configured Correlation use cases that become unavailable confused the correlation
configuration view.

• Tighter filter on what data is shared from Adaptive Response.

24.30.2. Improvements

• Tightened security in Python made any deployments using an HTTPS proxy to fail if the SSL
certificates of the proxy were not properly signed. Implemented a setting to make it possible
to disable verification of the proxy SSL certificates.

24.31. [2.0.5] (2022-10-11)

24.31.1. Bug fixes

• The Adaptive response code contained code that was not python2 compatible. Some
instances of Splunk still runs Adaptive Responses using python2.

24.32. [2.0.4] (2022-09-13)

24.32.1. Bug fixes

• Change in 2.0.3 caused a degradation in performance for correlations of accelerated data
models. This has been remedied.

• Calculated fields were missing when setting up a correlation for accelerated data models.

24.33. [2.0.3] (2022-09-05)

24.33.1. Bug fixes

• Machines that use self-signed certificates and upgrade to 2.0.x won’t have issues upgrading.

• Fix log parsing

• Clicking on "Search string" button in correlation configuration will no longer give you an error.

• Removal of all f-strings that cause issues for AR actions as it runs python 2.7.

• Be able to filter on Network Traffic, allowed/block without issues.

• Enrich action pivots from ES Notable events correctly.

24. Change Log



24.34. [2.0.2] (2022-06-16)

24.34.1. Bug fixes

• Broken python2 compatibility exhibited in Adaptive response.

• Notable events that don’t have threat_match_value will no longer throw an error

• "Event" text has been removed from Accelerated correlation configuration step.

24.34.2. Improvements

• Improved dialog options for Enterprise Security correlation writebacks with a new menu option
"Intelligence Sharing".

24.35. [2.0.1] (2022-05-11)

24.35.1. Bug fixes

• Documentation fixes

• Javascript interoperability issues

• Collections are not replicated to indexers

• Correlation setup wizards now include calculated fields

24.35.2. Improvements

• Documentation improvements

• Performance improvements in the correlation setup views

• Usability improvements in the correlation setup views

• The Splunk system is now requested to reload configurations once a new ES thread feed has
been added. This avoids having to restart the Splunk system for the new feed to become
available

• Improved error messages

• Additional information available about Recorded Future alerts.

24.36. [2.0.0] - 2021-12-25

24.36.1. Improvements

24.36.2. General

• Correlation dashboards are now dynamically generated based on input from the user.

- Added MITRE ATT&CK codes.

- Support for accelerated data models.
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• Enrichment dashboards are now dynamically generated.

• New overview page that shows statistics based on configuration of the app.

• Menu is dynamically generated to suit the current configuration.

• New and improved configuration pages.

- Validation of API URL and token.

- Separate pages for correlations and alerts.

• Now uses an API that is adapted to suit the integration app.

• Updated documentation.

• Updated workflow actions.

• Global Map dashboard removed.

• Added migration tool for users upgrading from version 1.x of this app.

• Refactored code and made more robust.

• Design updates.

24.36.3. Enterprise Security

• Improved Adaptive Response module

24.36.4. Bug fixes

• Stuff
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